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Our Route for this Morning

Stop 1) The extreme case for
justifying the race.

Stop 2) Intervention or condition?

Stop 3) Intelligence Gathering- At
Present

Stop 4) Data Mining
Stop 5) Data Mining with K-12 Data

Stop 6) The Power of Partnerships



STOP 1: AN EXTREME CASE
JUSTIFYING THE RACE



About Rochester

*Ranked 180t by NCES for size of district: 33,000 students

*60%0 African American, 20% Hispanic/Latino, 1026White, 10206 Other
«220,000 residents

«11t Most impoverished city for students under the age of 12



Split-Graduates to Non-Graduates

® Yes
B No




Connection Between HS ELA, HS Math, and
Graduation Rate Cohorts 2001-2004
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Graduation Rates Adjust
to Changes in State Policy

75%0
Total Cohort, Graduation Rates, Timeline of Policy Changes in
Determining August Graduation Rates
E 50%0
25%0
0%
2000 2 1 2002 2003 2004 2005
Cohort Year
Method for calculation of Local Diploma
graduation rate changed. Requirements Changed

*Adjusted to include summer
graduates, number is approximation

Numbers based on cohort members ﬂ Changes in NYSED Requirements
through August four years later.




Change, at any time?

The State has changed the proficiency threshold
(as known as a cut score) to a higher target.

Change Zone




Grades 3-8 ELA Achievement 2007-2010

Percentage of
Students Scoring in
Levels 3 and 4

2007 2008 2009 2010

a_mml|ow Cut Score esles(O|d Cut Score



Grades 3-8 Math Achievement 2007-2010

Percentage of
Students Scoring in
Levels 3 and 4

2007 2008 2009 2010

w_msl|ew Cut Score sles(|d Cut Score



STOP 2: INTERVENTION OR
CONDITION?



What is reality?

* |ntervention:
“to interfere with the outcome or course
especially of a condition or process (as to
prevent harm or improve functioning)”

Merriam Webster Online, Def. 3b, retrieved July 28, 2010

 Condition: “ a state of being”

Merriam Webster Online, Def. 3b, retrieved July 28, 2010



STOP 3: INTELLIGENCE GATHERING
AT PRESENT



We are data rich.....

Attendance

Behavior

Course/Teacher

Enrollment

GPA

Grades 3-8 ELA/Math testing data
Graduation Cohort Data

Program Service Data

Regents Examination Test Scores



We are system rich...

Chancery SMS

|EP Direct

T T
N—_

~

Peoplesoft

NYS Data

Warehouse

System/process for
Instructional Use M
Operational Use M
Knowledge Discovery O



Use of Data

e Instructional Use
e Operational Use
 Knowledge Discovery



Capacity Inhibits Rate of Analytics

e QOur focus needs to become cohort specific and
examine factors that promote/deter learning
within a short time period....How short, this is left
to be known, however, it should not take an
entire school year.

e We know what we know, we don’t know what we
don’t know. There lies the danger. The higher
danger is being able to constructively respond to
intervene when what we don’t know becomes
known.



STOP 4: DATA MINING



Why do we collect data?

e Historically

— Maintain Database Consistency

e By checking and maintaining the Logs

— Proof of Evidence

e Records and transactions are stored

e Recently
— Analyze the Data

* Draw inference



Data Flooding

The amount of data that is generated has increased
tremendously.

The increase is going to continue as the data storage
is becoming cheaper.

We need to extract useful information from the
stored data.

How can we achieve that?



What is Data Mining

e Process to discover valid,
novel, nontrivial,
potentially useful and
understandable patterns
from large data sets.

Data Mining

Adapted from
Tan, Steinbach, Kumar book



Data Mining examples in other domains

e Google —

— wonder wheel

e Amazon —

— Collaborative Information Filtering

 Groceries —
— diapers and beer bought together



STOP 5: DATA MINING WITH K-12
DATA



How can we benefit by implementing Data Mining
in Education?

 Performance prediction

e At risk student identification

e Forecasting drop out rate

e Alumni donations

e Clustering students and teachers together

— Co-relating student performance with teacher
performance



Data Mining Stages

® Knowledge
. I
«iE

® Patterns

83 ¢ Preprocessed

Data
Data 3

® Target
Data

adapted from:
U. Fayyad, et al. (1995), “From Knowledge Discovery to Data Mining: An Overview,” Advances in Knowledge Discovery and Data
Mining, U. Fayyad et al. (Eds.), AAAI/MIT Press



Stages

Selection
— ldentifying the requirements to create target data sets

Pre-processing
— To perform data cleaning on the target dataset

Data Mining

— To design & implement the algorithms

Interpretation / Evaluation
— Analysis of the generated results



Data Mining Architecture

Knowledge-base

Data cleaning &

_ _ Filtering
data integration

Adapted from
Tan, Steinbach, Kumar



Individual Steps

Data Bases or Data Warehouse

— Stores the data

Data Mining Engine

— Implement the Mining Algorithms

Pattern Evaluation

— The different graphs and plots are analyzed and evaluated

Graphical User Interface
— Visualization



Techniques of Data Mining

e Classification
e Clustering

— Co-clustering
— Clustering of evolving data



Classification

e A method for
Major Graduating Undergrad/ Donor predicting the
Sl Grad instance class
from pre-
labeled
(classified)
instances

Alumni Database




We need to classify new students

The system needs to “learn” from the historical data, in order to
classify new data.




Clustering
Clustering means naturally grouping

data instances

grades
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Co-clustering

e Clustering only provides us with groups of data
instances (students).

* |t does not provide us information about why certain
students are similar.

e Simultaneous clustering of students and their features
can help us discover this.



Cluster 2

|
|
|
|
|

Cluster 3

topic1 | topic2 | topic3 topic j student 1 |student 2 [student 3 student m
Sl(I" 1 1 4 3 5 P score score score | “UUTCYF | T score
- topic 1 1 4 3 2
skill 2 1] topic 2 0
skill k ' _topic]
student 1 |student 2 |student 3 student m
score score score ot | B score

skill 1 1 4 3 5 2

skill 2 0

skill 3

skill k

students
skills




What can we discover?

e Students that are most proficient in the skills.
e Students that are not proficient in some skills.

— Intervention required.
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Can we cluster more information
together?

skills

' students v

v teacher

In general, we can cluster different types of information together to discover
co-relations.

Clustering at regular time intervals can help us learn how the correlations
evolve.



STOP 6: POWER OF PARTNERSHIPS



Formula for Reaching Higher Levels of Analytic
Capacity that Reaches Students

e Use quantitative accountability data to continue the
needs analysis process through the use of Data Mining
Techniques.

e QOrganize schools, grade levels etc. by need and begin a
gualitative analysis of the factors that bound such
grouping with coded observational data that intensifies
support of the quantified data.

e Use Educational Data Mining Techniques to create a
profile of the students ultimately leading to custom
interventions for groups or individual students.
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