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Foreword

In the tradition of past meetings of federa forecasters, the Ninth Federal Forecasters Conference (FFC-97) held

on September 11, 1997, in Washington, DC, provided a forum where forecasters from different federal agencies
and other organizations could meet and discuss various aspects of forecasting in the United States. The theme

was “Forecasting In An Era of Diminishing Resources.”

One hundred and fifty forecasters attended the day-long conference. The program included opening remarks by
Norman C. Saunders and welcoming remarks from Katharine G. Abraham, Commissioner of Labor Statistics
from the Bureau of Labor Statistics. Katherine K. Wallman, Chief Statistician of the United States Office of
Management and Budget, delivered the keynote address. The address was followed by a panel discussion with
comments from Katharine G. Abraham, J. Steven Landefeld, Director of the Bureau of Economic Analysis, and
Alan R. Tupek, Deputy Director, Division of Science Resources Studies, National Science Foundation. Paul
Campbell of the Bureau of the Census and Jeffrey Osmint of U.S. Geological Survey presented awards for 1996
Best Conference Paper and a Special Award for Presentation. Debra E. Gerald of the National Center for
Education Statistics and Karen S. Hamrick of the Economic Research Service presented awards from the 1997
Federal Forecasters Forecasting Contest.

In the afternoon, two concurrent sessions were held featuring 26 papers presented by forecasters from the Federal
Government, private sector, and academia. A variety of papers were presented dealing with topics related to
agriculture, the economy, education, health, labor and issues regarding community policies, forecast evaluation,
futures research, and global forecasting. These papers are included in these proceedings. Another product of the
FFC-97 isthe Federal Forecasters Directory 1997.
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Forecasting In An Era of Diminishing Resour ces

Keynote Speaker: Katherine K Wallman
Office of Management and Budget

Pandlists:

Katharine G. Abraham
Commissioner of Lahor Statistics
Bureau of Labor Statistics, U.S. Department of Labor

J. Steven Landefeld
Director
Bureau of Economic Analysis, U.S. Department of Commerce

Alan R Tupek

Deputy Director

Division of Science Resources Studies
National Science Foundation

This session examined the federal forecasters' role in a shrinking federal sector. The critical scrutiny of the
government’s role in society has affected federd forecasting. Budgetary realities, widespread skepticism
regarding efficacy of social engineering, and spending priorities have cut resour ces available to many forecasting
agendes—often drastically. The outlook for forecasting resources at the individual and institutiona level is very
uncertain.

The keynote speaker and panelists looked at the appropriate role of the public sector in an information economy;
how forecasters can maintain timely, reliable forecasting with shrinking resources for themselves and fellow
agencies, and how forecasters can contribute to answering these questions for policymakers and the public.



The Ninth Federal Forecasters
Conference was held on
September 11,1997 at the Bureau
of Labor Statistics. These photos
highlight the morning session.

Katherine K. Wallman, Chief Statistician,
Office of Management and Budget delivers the
keynote address.

Katherine K. Wallman makes a point about collaboration
among federal agencies.

Katharine G. Abraham and J. Steven Landefeld address
questions from the audience.

John H. Phelps, Health Care Financing Administration,
poses a question to the panelists.



Katherine G. Abraham, Commissioner of Labor Statistics,
Bureau of Labor Statistics (right), J. Steven Landefeld,
Director, Bureau of Economic Analysis (below left), and
Alan R. Tupek, Deputy Director of Division of Science
Resources Studies, National Science Foundation (below
right), lead off the panel discussion on getting the job done
with fewer resources in the wake of downsizing.

Following the morning session, Debra E. Gerald,
National-Center for Education Statistics (NCES)
presents an award to one of the 1997 Federal
Forecasters Forecasting Contest winners, Thomas
D. Snyder, NCES.
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THE ECONOMIC OUTLOOK

Chair: Ed Gamber
Congressional Budget Office

The Economic Outlook (Abstract),
Ed Gamber, Congressional Budget Office

U.S. Economic Outlook for 1998 and 1999,
Paul A. Sundell, Economic Research Service, U.S. Department of Agriculture

The Long-Term Economic Outlook: Is This the Era of Diminishing Resources?
R. M. Monaco, INFORUM, Department of Economics, University of Maryland

Discussant:  Herman O. Stekler
Department of Economics, The George Washington University







The Economic Outlook

Chair: Ed Gamber
Congressional Budget Office

The U.S. economy is currently in its seventh year of expansion with the unemployment rate at a 23 year low and
the inflation rate (by some measures) falling. How long can this economic nirvana last? Will growth slow on its
own or will the Federal Reserve step on the brakes? Will inflation remain unbelievably cam or will it soon begin
to rise? Over the longer term, what are the prospects for economic growth over the next 5 to 10 years? This panel
discussion will present varying viewpoints on these and related questions about the economic outlook for the United
States. Ed Gamber will discuss the short-term outlook (the current and next quarter). Paul Sundell will discuss the
two-year outlook and Ralph Monaco will discuss the 5- to 10-year outlook. Herman Stekler will critique the
forecasts.

Panelists: Ed Gamber
Congressional Budget Office

Paul Sundell
Economic Research Service, U.S. Department of Agriculture

R. M. Monaco
INFORUM, Department of Economics, University of Maryland

Discussant: Herman O. Stekler
Department of Economics, The George Washington University
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U.S. ECONOMIC OUTLOOK FOR 1998 AND 1999
Paul A. Sundell, USDA Economic Research Service

Real GDP is expected to grow 2.6 percent in 1998 and
slow to 2.3 percent in 1999. Growth in 1998 will be
aided by the strong economic momentum of 1997.
Economic growth will continue to benefit from a
continuation of recent higher productivity trends, low
inflation, and only modest additional tightening of
monetary policy in the spring of 1998. Only a modest
tightening of monetary policy is expected in 1998 given
the outlook of only a small increase in inflation coupled
with continued moderate gains in productivity, and
moderating growth in the final demand for goods and
sarvices.  Economic growth will be held down by
expected much slower inventory growth in 1998.

Real GDP growth is expected to slow to 2.3 percent in
1999. Slower growth relative to 1998 will be caused by
tighter resource markets, coupled with the lagged effects
of higher interest rates in 1998, a slowing in the
extremely rapid pace of business equipment investment,
amodest increase in the rate of consumer saving out of
personal  disposable income, and slightly higher
inflation.  Productivity growth is expected to remain
moderate by historical standards and average slightly
over one percent rate in 1999. Productivity will continue
to gets a boost from strong competitive pressures and the
continuation of strong business investment in the post-
1993 period.

Tight Labor and Product Markets to Constrain
Growth and To Put Mild Upward Pressure on
Inflation

Thus far, through the third quarter of 1997, there is no
significant evidence of accelerating price pressures in
terms of the broad price indices. The favorable inflation
performance in 1997 has been aided by broad-based
favorable price developments, in the following areas:
employee benefit costs, falling energy and import prices,
and a continued moderate level of worker uncertainty.
A moderate level of worker uncertainty has occurred
despite a low overal unemployment rate, high labor
force participation, and a relatively long average work
weeK in the private sector. In 1998 and 1999, price
movements in employee fringe benefits, energy, and
imports are not expected to be nearly as favorable.
Likewise, the continuation of very low rates of
unemployment coupled with continued moderate gains in
worker productivity and strong corporate balance sheets
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and profitability point toward stronger wage growth in
1998 and 1999.

Overall labor market data indicate tight overall labor
market conditions. The September 1997 unemployment
rate stood at 4.9 percent. Historically, the unemployment
rate has not been below 5.0 percent for a prolonged
period since 1973. In 1997, labor force participation
rates have reached an al time high. The average private
nonfarm workweek and overtime hours in manufacturing
have remained high by historical standards since 1993.
Most Federal Reserve Districts are reporting growing
shortages of skilled labor. Historically, such signs of
prolonged labor market tightness have normally been
associated with accelerating inflation.

Capital goods markets are moderately tight by historical
standards. Overall capacity utilization in August stood a
83.9 percent while capacity utilization in manufacturing
stood at 83.1 percent. Over time, prolonged capacity
utilization in the manufacturing sector above 82 percent
generally has been associated with periods of rising
inflation. Tight factor markets typically slow economic
growth by generating slower deliveries of goods and
services and by raising inflation. Higher inflation slows
economic growth by raising economic uncertainty
through increasing uncertainty concerning inflation and
therefore expected real returnsto labor, capital, and
financia investment.

Favorable price movements have occurred in 1997 in
terms of very mild increases in employee fringe benefit
costs, sharply lower energy prices, and a strong dollar.
These favorable relative price movements have helped
keep inflation very low. Employer fringe benefits costs
increased by only 1.4 percent on a seasonally adjusted
annualized basis in the firgt haf of 1997. Crude energy
producer prices, led by sharply falling crude petroleum
prices, have fallen 15 percent through the third quarter of
1997 relative to the fourth quarter of 1996. In 1996, the
Federal Reserve Board real trade weighted dollar index
rose 6 percent and thus farin 1997 hasrisen 11 percent.
The strong value of the dollar is the primary factor in the
overall fall in import prices of over 3 percent in the first
half of 1997. The fal in import prices is aso
constraining the ability of U.S. manufacturers that face
significant foreign competition to raise prices.



These favorable specific price developments are not
expected to continue into 1998 and 1999. Benefit costs
are expected to accelerate as hedlth care costs move mom
in line with wage costs. ~ As growth in developed
countries outside the U.S. picks up in 1998 and 1999,
energy prices should pick up. The value of the dollar is
expected to gradually weaken in the second half of 1998
and 1999. A weaker dollar is expected as economic
growth and asset returns gradualy increase in developed
countries outside the U.S. and large U.S. trade deficits
persist.

Worker Concerns Over Job Security Should Lessen
and put Upward Pressure on Wages In 1998 and
1999

Although the unemployment rate has fallen below 5.0
percent in recent months other measures of labor market
tightness involving job prospects and job search time fal
to indicate as much job tightness as suggested by the
unemployment rate and average hours worked data. The
perceived continued difficulties of unemployed workers
in finding new employment has been a factor in
moderating wage increases despite a low unemployment
rate and along average workweek. The employment cost
survey indicated wages and salaries increased 3.4 percent
in 1996 and at a 3.6 percent annualized rate in the fird
half of 1997.

The continued relatively long duration of average time
spent unemployed and the continued relatively high
levels of job layoffs, given the low level of the
unemployment rate, have lowered worker job security.
Unemployment data indicates that the duration of
unemployment for the unemployed remains relatively
high and that job losses remain the dominant source of
unemployment. Since the beginning of the current
expansion in the spring of 1991, the duration of
unemployment for those who are unemployed has
actually increased.  Normally, the duration of
unemployment for the unemployed fallsin an economic
expansion. Further evidence of continued worker
uncertainty  isthat roughly 45 percent of those
unemployed are unemployed because of losing their
previous job.

Worker uncertainty and its inhibiting impact on wage
gains should decline in 1998 and 1999. A dower pace of
corporate restructuring, the continuation of tight labor
market conditions, as well as moderate gains in labor
productivity, strong corporate balance sheets, and
moderate increases incorporate profits in 1998 and 1999
point toward a modest to moderate acceleration in the
rate of wage gains.
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Recent Trend of Higher Productivity Growth Should
Continue into 1998 and 1999

Productivity has rebounded sharply in recent quarters.
Over the 1992 through 1995 period, nonfarm business
productivity grew at an annual rate of only 0.2 percent a
year. Since the end of 1995 through the second quarter
of 1997, nonfam productivity has grown at arate of 1.5
percent. Thestronger productivity numbers for 1996 and
1997 are the result of strong business investment (since
1993) that has increased the amount and quality of
capital available per worker. Gradually improving
worker skills that have allowed workers to better utilize
improvements in capital and technology are also a factor
in recent productivity gains. Increased domestic and
foreign competition have also boosted productivity in
recent years and should continue to boost productivity in
1998 and 1999.

Demand Side Factors Point To Slower Growth in
1998 and 1999 As Well

Although the recovery is currently in its seventh year, the
economy has failed to generate the sectora imbalances
that turn a mature but slowing economic recovery into a
recession. Inflation has remained low, thus reducing
economic uncertainty and promoting relatively low real
long term interest rates. Consumers are not currently
overspending relative to their income, confidence levels,
or balance sheets. Corporate balance sheets have
improved substantially in recent years.  Improved
corporate balance sheets are alowing firms to raise more
and less expensive capital. The banking system remains
liquid, highly profitable, and desires to expand lending,
especialy in the business loan area.

Despite the lack of major sectoral imbalances, growth in
aggregate demand should slow in 1998 and 1999.
Business investment both in terms of fixed capital and
inventory should slow in 1998 and 1999. Strong
business investment since 1993 has reduced the capacity
utilization rate in manufacturing by 1.5 percent since
early 1995. Lower capacity utilization rates have
resulted in a smaller gap between the actua and desired
capital stock, which should slow the pace of business
fixed investment Very lean inventories relative to sales
entering 1997 have encouraged business firms to increase
inventories by over $70 billion per quarter in the first half
of 1997. Asinventories move closer to desired levels
relative to current sales levels and growth in final
demand slows in 1998 and 1999, growth in inventories
should dlow significantly.



Growth in consumer spending should slow in 1998 and
1999 as consumers raise their savings rate somewhat
above the 4.0 percent level of the first half of 1997. The
savings rate has been held down in the firg half of 1997
by record levels of consumer confidence, strong gains in
household wealth from the strong stock market, and
strong growth in household durable demand resulting
from the robust growth in residential investment in 1996
and 1997. The savings rate is expected to increase

modestly or possible moderately in 1998 and 1999.
Among the factors expected to raise the savings rate
include dlightly lower consumer confidence, ower gains
in household financial wealth (resulting primarily from
much slower gains in equity  prices), continued
tightening of consumer lending standards by commercial
banks, higher interest rates, and reduced pent-up demand

for consumer durables.

Real government spending is expected to continue its
trend of very slow growth in 1998 and 1999. Combined
real federal and state and local spending grew 0.5
percent in 1996 and 0.7 percent in the firgt half of 1997.
Real federal government spending is expected to decline
at an annual rate of 1.1 percent in 1998 and 1999. State
and local spending is expected to rise at slightly above 2
percent rate in real termsin 1998 and 1999.

Federal Reserve policy is expected to raise the target for
the federal funds rate to 6 percent by late spring of 1998.
Federal Reserve pronouncements have showed
continued concern over tight labor market conditions.

As the pace of inflation accelerates slightly and economic
growth remains strong in the second half of 1997, the
forecast assumes the Federal Reserve reacts quickly to
raise the federal funds rate. Inflation as measured by the
GDP deflator is expected to average 2.6 percent in the
second half of 1998 and 2.7 percent in 1999.

The increase in the federd funds rate and dlightly higher
inflation is expected to push the average ten year
Treasury bond rate to 6.7 percent by the second half of
1998 and 1999. Higher short and long-term interest
rates can be expected to raise required returns on equity
instruments, thus further slowing the demand for funds
by business fins. Given the substantial lags between a
tightening of monetary policy and real economic growth,
the impacts of higher long-term interest rates are
expected to be felt more in 1999 than 1998.
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Little Improvement In Net Exports Expected in 1998
or 1999

The real trade deficit, as measured by net exports
widened by over $30 hillion in the firg half of 1997.
U.S. exports will benefit from expected stronger growth
in developed countries outside of the U.S. in 1998 and
1999 relative to 1997. Slower expected growth in U.S.
inventories in 1998 and 1999 is a positive factor in
dowing expected growth of U.S. imports. However,
the positive impacts of stronger growth in foreign
developed countries and slower U.S. inventory
accumulation on net exports will be offset by continued
relatively strong U.S. growth and the lagged effects of
the large rise in the real vaue of the dollar since late
1995. The value of the dollar is expected to slowly
decline over the latter half of 1998 and 1999 as real
growth and expected asset returns gradually increase in
other developed countries. Persistent large U.S. trade
deficits will put additional downward

pressure on the dollar by reducing the willingness of
foreigners to hold additional dollar denominated assets.






The Long-Term Economic Outlook: I's Thisthe Era of Diminishing Resour ces?

R. M. Monaco
Inforum/Department of Economics
University of Maryland
College Park, MD 20742
ralph@inforum .umd.edu

Introduction

At first look, it appears that recent
macroeconomic performance has been quite good. The
unemployment rate is at generation-low levels and this
has been achieved with surprisingly little inflation.
Interest rates remain relatively low. But judging by
the performance of previous expansions, our recent
performance has been about average to below-average.
Table 1 contains the evidence, which shows average
annua growth rates for selected economic indicators
between peak years in US business cycles. (Business
cycle peak dates were taken from the National Bureau
of Economic Research. Data in Table 1 were
calculated using annual data, not quarterly or monthly
data, and so provide approximations to the exact NBER
peak dates. In addition, one short cycle -- peaking in
July 1980 -- was lumped into a longer cycle with a
peak in 1973 and the next peak in 198 1.)

L ooking Backward

Table 1 shows that real GDP growth has been the
lowest of any peak-to-peak period in the postwar years.
However, the real rate of appreciation in stock prices
has been very good in the last 6 years, and the average
inflation and interest rates have been the lowest since
the 1960-69 period.

The figures in Table | show some other
remarkable features. First, the table contains some
warnings for those who may have come to rely on
stock-market price increases to power their retirement
incomes or supplement their labor earnings. From the
peak in 1969 to the peak in 1981, nominal stock prices
grew about 2.2 percent a year, about 4 or 5 percentage
points below the average inflation rate for the same
period. Thisis all the more sobering because business-
cycle effects are mostly filtered out by calculating
increases using only the NBER peak years.

The peak-to-peak figuresin Table 1 also show
some interesting features of population and labor force
dynamics. The effect of the Baby Boom entering the
working age population is shown clearly in the 1969-73
period compared to previous and subsequent
expansions. It's also interesting to note that for the
1948-96 period as a whole. while labor force
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participation rates added about 0.3 percent a year to the
available work force, a the same time, average weekly
hours slipped by 0.3 percent. For the period as a
whole, there was no net change in the employment rate.
In other words, labor market developments have had
little -- on average -- to do with long-term economic
growth. This suggests that one key variable to forecast
the potential Iabor contribution to output is the growth
in the working -age population, as opposed to how the
population participates in the labor force or how
successfully it is employed. (Note this is definitely not
true within a cycle, nor for any cycle in particular. But
it istrue of the long sub-periods.)

Ten-Year Outlook: More of the Same

The outlook for the next 10 yearsis for average
economic performance to be similar to the last 7 years.
As suggested above, one of the keys to forecasting
growth over the longer term is a good forecast of the
growth in the working -age population. The second
important key is growth in output per hour. While
there is little debate about how fast the working-age
population is likely to grow over the next decade, there
is some disagreement among forecasters about how fast
productivity will grow.

Some of that disagreement is likely due to the
way that longer-term forecasters look at productivity.
Most forecasters take a macro view -- productivity
behavior is forecast for the nonfarm sector as a whole.
Others look at productivity in various industries and
then attempt to aggregate these into an overall
productivity number.

The sectoral approach to productivity forecasting
leads to a lower forecasted rate of growth in overall
productivity than does the macro approach. Table 2
shows why. Employment shares have grown most in
non-medical services -- including jobs like lawyers,
consultants, private education, movies and amusements

- and medical services. As the second panel of Table
2 shows, these sectors have had negative measured
productivity growth from 1973 to 1994. At the same
time, those sectors with relatively rapid growth in
productivity account for shrinking shares of
employment. Even with relatively generous
assumptions about how fast measured productivity will



grow in the next 10 years, (last column of Table 2), it
is hard for the economy to get to 1 percent overall
productivity, let alone the 1.4 percent predicted by
most forecasters (shown in the last panel of Table 1).

Forecasting productivity growth is relatively
difficult, and both the macro and sectora approaches
have advantages and disadvantages. Perhaps the chief
lesson to take away from Table 2 is that there a set of
factors that point in the direction of continued slow
measured productivity growth. This tends to raise the
probability that we will observe continued slow growth
in the future, rather than a productivity rebound, as
some are projecting.

The productivity forecast is clouded by many
measurement issues, some of which have been brought
to the fore by the recent investigation into whether the
Consumer Price Index overstates inflation. If
consumer price increases have been overstated, then
“real” purchases in these sectors have been understated,
which implies that “real” production has been
understated. If we have accurately counted the number
of hours worked in the sector, then the understatement
of output implies an understatement of productivity.

The problem of measuring output is especially
difficult in the services sectors, which account for a
large portion of employment. For many of these
sectors, there is virtually no data available on the
“quantity” of services provided. For sectors like the
medical services sector, while you can easily count the
number of doctor or hospital visits and thus obtain a
quantity index, it is apparent to even casual observers
that a lot of quality change has taken place. Quality
change obviously needs to be accounted for if we are
to measure productivity well. Some estimates suggest
that productivity growth in the medical services sector
may be understated by several percentage points a
year!

These thoughts put us in a Catch-22. We may
believe that true productivity growth for the next 10
years will be close to or even higher than the 1.4
percent annual rate predicted by many analysts.
However, based on the figures we have, it appears 1.4
percent will be hard to achieve. The forecast contained
in the Inforum column of Table 1 is a forecast based on
numbers that we have, even though we believe that
they substantially understate the actual rate of
productivity growth. At the moment, we simply don't
have enough information to do otherwise.

More Than Ten Years After
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The outlook after about 10 years is not especially
good. Despite recent legidation to balance the federal
budget by 2002, the projected changes in the age
structure of the population, (Table 3) combined with
the structure of federal entitlement programs
(Medicare and OASDI in particular) suggest very large
federal deficits (Graph 1).

Without steps to keep the federal deficit from
ballooning when the Baby Boomers reach federal
program retirement age (20 11), the share of national
income devoted to savings will drop dramatically.
According to the standard economic growth model, this
will lead to increasingly lower rates of capital
formation, increasingly higher interest rates, and
increasingly lower labor productivity growth.

The projected deficit problem is so severe that
reasonable economic simulation models cannot
meaningfully calculate the economic outlook -- the
models break -- unless taxes are raised, benefits are
reduced, or other federal outlays are reduced. The tax
increases projected to lead to sensible model results are
large. Pay-as-you go financing -- raising taxes to
match spending increases -- leads to a doubling of
payroll tax rates to keep the federal budget balanced
(Monaco and Phelps, mimeo 1997).

The expectation of rising federal deficits and
their actual onset will probably bring on a host of
“structural” changes in the economy. When we think
about what these adjustments might be, we round up
the two usual suspects: higher taxes and reductions in
benefits (including raising the retirement age). In
closing, however, here is some speculation about other
ways the economy will adjust:

Surprisingly large increases in labor force
participation among the 65.

Encouragement of immigration.
Encouragement of fertility.

Changing the entitlement nature of Medicare and
Socia Security. At some point, government
payments will be linked to “need” rather than

age.

Analysts will adjust too. Over the next severa
years, we will likely redefine service price and output
measures. This will reduce the severity of the
measured productivity slowdown after 1973, and
provides a “truer” picture of real economic well-being.
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Table 1

Economic Performance and Forecasts, 1948-2006

History Forecasts
Inforum cBO SPF Blue Chip
1948-96 1948-83 1953-57 1957-60 1960-69 1969-73 1973-81  1981-90 1990-96 1997-06
Average annual growth
Working Age Population 14 0.8 1.2 14 15 2.3 1.8 1.2 1.0 10
+ Participation rate 0.3 0.0 0.3 0.1 0.1 0.3 0.6 0.5 0.9 0.3
=Labor force 1.7 0.8 15 1.3 1.6 2.6 2.4 1.6 1.0 13
+ Employment rate 0.0 0.2 -0.4 -0.4 0.2 -0.4 -0.4 0.2 0.4 -0.1
=Employment 1.6 1.0 11 0.9 1.9 2.2 2.1 1.9 11 1.2
|EEmployment (nonfam business) 17 1.7 0.8 0.3 2.2 1.9 2.1 2.0 1.3 1.2
+Average weekly hours -0.3 -0.2 -0.3 0.1 -0.4 -0.6 -0.7 0.0 0.1 0.1
=Total hours 14 14 0.6 0.2 1.8 13 14 2.0 1.3 1.0
+output per hour 2.0 3.4 1.9 25 3.0 3.0 0.9 11 1.0 0.8 14
=Total output 3.4 4.7 2.5 2.7 4.8 4.3 2.3 31 2.3 1.8
|Real GDP 3.2 4.6 25 2.8 4.5 3.6 2.3 2.9 2.0 18 2.4 2.4 2.
nflation and Prices
Consumer Price Index 3.9 2.1 1.2 1.7 2.4 4.8 9.0 4.0 3.0 3.2 3.0 2.9 3.0
GOP Implicit Price Deflator 3.8 2.2 2.4 1.6 2.4 5.0 7.8 3.9 2.7 31 2.6 2.6
S & P 500 7.8 9.3 14.6 7.7 6.2 2.3 2.2 10.7 11.6 9.0
Average of variables during business cycles
nterest rates, in percentages
3-month Treasury bill 5.1 14 2.1 29 4.0 5.7 8.2 85 4.9 53 4.6 4,7 5.2
10-year Treasury bond 6.4 2.4 3.0 3.9 4.7 6.6 9.0 10.3 7.1 6.4 5.8 6.4 6.4
Civilian unemployment rate, % 5.7 4.0 4.3 55 4.8 5.0 6.7 7.1 6.3 5.4 5.7 5.5

Sources: Inforum, May 1997 Forecast,

FRB of Philadelphia, Survey of Professional Forecasters (SPF), First Quarter 1997
Congressional Budget Office, The Economic and Budget Outiook, Update September 1997, Blue Chip E conomic Indicators, March and September 1997




Table2
Industry Productivity and Employment Shares

Shares of total jobs Productivity Growth
1973 1994 1973-94 1997-2006

Civilian jobs 100.0 100.0
Private sector jobs 83.9 84.2 10 0.8
Agriculture, forestry, fishery 3.9 2.7 2.4 17
Mining 0.7 0.5 0.0 13
Construction 5.6 5.0 0.1 0.2
Nondurable manufacturing 94 6.2 19 21
Durables manufacturing 12.6 8.4 1.7 2.0
Transportation 34 3.4 1.4 13
Utilities 2.3 1.8 2.3 34
Trade 20.7 22.0 1.2 13
Finance, insurance, real estate 4.9 5.9 0.3 0.9
Services, nonmedical 11.0 20.9 -1.8 0.6
Medical services 31 7.5 -2.0 0.3
Civilian Government 14.8 15.8

Source: Inforum data files. Employment shares will not add to 100 because civilian

|jobs includes domestic servants, which are not included in any listed sector.

Table3
Population Projections 1996-2050

1996 2006 2015 2030 2040 2050]

Fopulation Concepts millions of people
Total 265.7 287.6 304.8 327.2 336.2 342.7
Working Age (BLS definition) 207.6 228.6 2455 266.2 274.6 280.3
Aged 20-64 155.4 172.0 181.0 180.9 185.8 189.7
Aged 65+ 339 36.1 44.0 64.3 67.8 69.3
|Ratio People aged 20-64 to 65+ 4.6 4.8 41 2.8 2.7 2.7

annual growth from previously displayed year, percent

Total Population 0.8 0.6 0.5 0.3 0.2
Working Age (BLS definition) 1.0 0.8 0.5 0.3 0.2
|Poputation, 20-64 1.0 0.6 0.0 0.3 0.2

Source: Inforum population forecast, November 1996
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A MODEL OF DETAILED INDUSTRY LABOR DEMAND

James C. Franklin, Bureau of Labor Statistics
Bureau of Labor Statistics, 2 Massachusetts Ave.N.E.Room 2135, Washington, DC 20212

Introduction

Within the Bureau of Labor Statistics (BLS), the Office
of Employment Projections (OEP) is charged with
developing long term projections of employment by
industry and occupation.  These projections are
developed to facilitate understanding of current and
future labor market conditions and are disseminated for
use in career guidance and public policy planning that
is related to employment issues. A system of several
component models is used by OEP to develop these
projections. This paper presents the industry level
labor model. The labor model and its sub-components
are defined and the integration of the labor model with
the larger OEP projections system is described.

The labor model

The labor moded is actually a group of equations and
identities which are solved independently. The main
component of the labor model is the equation that
estimates the demand for wage and salary hours. It is
derived from a constant elasticity of substitution (CES)
production fiction. The remaining equations and
identities are necessitated by the availability of data
and the relationship of the labor model to the other
components of the OEP projections system. The labor
equation which estimates demand for wage and salary
hours is based on a theoretical economic structure
while the other estimated equations are time and other
variable extrapolations.

The CES derived labor equation

The demand for wage and salary hours for each
industry is estimated using the first order conditions of
a CES production function modified to include a time
variable.  The time variable captures disembodied
technical change or shifts in the production function
that do not affect the labor and capital ratio. These
shifts of the production indicate increased efficiencies
in the use of the capital and labor inputs.

The basic form of the production function is:

Equation 1
Y= f(t LK)

25

where:
Y real output
L labor
K capital stock
t time

The model assumes perfect competition and profit
maximization so that:

both factors are indispensable in the production of
output — £(0,K)=£(0,L)=0

both marginal products are nonnegative —
af/6L=>0, 8f/FK=>0

and the marginal products are equal to the real factor
prices — of/8L = WIp, of/K =r/p

where 'w,r,p' are the nominal prices for labor, capital
and output.

It is also assumed the rate of growth of disembodied
technica change is proportionate and constant.

The functional form of the labor demand modd is:

Equation 2

Y = Ae“"[5 L?+(Q- 5)K-ﬁ]%

where

is a scale parameter, A > O;

is a distribution parameter, O <8<1

is a substitution parameter, g 2 -1

is real output

is labor, measured as annua wage and saary
hours in millions

is the capital stock

is disembodied technica change growth rate
is time, measured as the year

<o o>

The margina product of labor can be written:

Y l+ﬂ
Y  _ gqo8t| —
V1= Aeg'(L)



where 4'= 64~ # and 9= —-fm

The perfect competition and profit maximkation

assumptions require that:
1+ 8

Ae s — =W
(L) « p

where

w  isnomina wages

) is the output price

Solving for labor productivity:

ﬁ+l
z = (A e* )ﬂ"’l (p)

taking logs:

win)-ii0) ).

then solving for |abor:

! N B To(w
p+1h’(‘4) * p+1'+hm 73+_1‘“(_p)

resultsin the final basic form of the equation. The
estimated form of the equation is:

~

1

ﬂ+lld 4)

—£

p+1

Equation 3

InL=a,+at+a,InY +a, ln(z
P

Other equations and identities

Equation 3 requires estimated data for real output,
nominal wage, and output price by industry for a
solution. The output level is supplied by the input-
output system as an exogenous variable. The industry
price and wage data are estimated using projected
variables from the macro-economic model which
produces the aggregate projections in the OEP
projection system.

Given an industry’s output, wage and output price,
equation 3 will solve for the required wage and salary
hours. The end product of OEP’ S projection system,
however, includes the employment level by industry for
vvageand salary and sdf-employed and unpaid family.

The solution for equation 3 must be converted to an

employment level for wage and salary using an
extrapolated estimate for each industry’s average
weekly hours.  The number of self-employed and
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unpaid family for each industry and their hours must
aso be estimated.

Industry average hourly wage estimation

The nominal average hourly wage for each industry is
estimated in atwo sep process. Hrd, andl industry
nominal average hourly wage is estimated as a function
of the BLS series employment cost index. The
employment cost index is estimated by the macro
model for the projection period. Second, the nominal
average hourly wage for each industry is edimated as a
function of the all industry average hourly wage. The
following equations are used to estimate the industry
average hourly wage.

Equation 4
TotAHW = a, + a,ECIWS +a,ur

Equation 5
AHW, = a,+a,TotAHW : a,=

where

TotAHW
ECIwS

O

is the total average hourly wage

is the employment compensation index
for wage and salary

is the average hourly wage for industry i
is the aggregate unemployment rate

are congtants/coefficients

AHW;
ur
a;

Industryprice index estimation

The price index for each industry is estimated with the
following equation:

Equation 6
In(p,) = a,+a,in(P)
where:
pi isthe price chain weighted index for each
industry
P isthe GDP chain weighted price index
a are constants/coefficients

Industry average weekly hours estimation

Average weekly hours for both wage and salary and
self-employed and unpaid family are estimated as a
function of the year and the aggregate unemployment
rate.




Equation 7

AWH, = a, +at +a,ur

where
t IS time measured as the year
A WH; *  are average weekly hours for each industry
ur IS the aggregate unemployment rate
a, - are constants/coefficients

Industry self-employed and unpaid family estimation

The number of self-employed and unpaid family for
each industry was derived by using an estimate of the
ratio of the self-employed and unpaid family to total
employment to derive the level of total employment for
each industry from the level of wage and salary, and
then subtracting the wage and sdary from the total
employment.  The logit transformation of the self-
employed and unpaid family workers ratio to total
employment was estimated as a function of the year
and the aggregate unemployment rate using the
following equation.

Equation 8

SR
ln( T $R=) a, +a,t +a,ur

where

SR istheratio (sdf-employed and unpaid family
workers/total employment)

t IS time, measured as the year
ur is the aggregate unemployment rate
a; are constants/coefficients

Employment, hours and average weekly hours identity

Employment, measured in thousands, for wage and
salary, and self-employed and unpaid family, is related
to the annua hours measured in millions and the
average weekly hours by the following identity.

Equation 9

L 1
E =(/1WH..) )

where

E; employment level in thousands
L, annual hours, measured in millions
AWH; average wely hours

Projections of labor demand

Theinitial projections of industry employment are
developed according to the following procedure
implemented for each industry.

1. The industry demands for wage and salary hours
in millions are projected.

2.  Wage and sdary annual average weekly wage and
salary hours are estimated.

3. Theindustry levels of wage and salary jobs in
thousands are then derived from the estimation of
hours and average weekly hours.

4. The ratio of self-employed and unpaid family
workers to total employment is extrapolated.

5. The extrapolated ratio is then used to derive the
level of self-employed and unpaid family workers
from the number of wage and salary jobs.

6. Self-employed and unpaid family average weekly
hours are estimated.

7. The hours for self-employed and unpaid family
workers are then derived from their estimated
average weekly hours and the estimated number of
self-employed and unpaid family workers.

8. Finaly, wage and salary, and sdf-employed and
unpaid family worker employment and hoursare
combined to calculate a total level of employment
and hours for each industry.

Data sources

The output measures follow the definitions and
conventions used by the Bureau of Economic Analysis
(BEA) in its input-output tables, published evey five
years. These industry output measures are based on
producer’s value and include both primary and
soondary products and services.  The main data
sources for compiling the output time series for
manufacturing industries are the Census and Annual
vey of Manufactures. Data sources for
nonmanufacturing industries are more varied. They
include the Semite Annua Survey, Nationa Income
and Product Accounts (NIPA) data on new
construction and personal consumption expenditures,
IRS data on business receipts, and many other sources.
The constant dollar industry output estimates for the
most Fecent years are based on BLS employment data
and trend projections of productivity. The output series
are benchmarked to the BEA input-output tables for
1987 which was adjusted by BLS to reflect the 1987



SIC revison, National Income and Product Account
revisions, and to place the tables more consistently on
an SIC basis.

The annua price data are developed in a manner so as
to conform to BEA’s national income and product
accounts.  For manufacturing, they are based on
industry sector price index data collected by BLS.
Nonmeanufacturing prices use a variety of different
sources, in many instance the BL'S consumer price
index data. In industries where such underlying price
data have not yet been developed, imputations of price
change are made by the BEA from other data series.

The employment data come from the BLS current
employment statistics (the establishment data series for
wage and salary jobs and average weekly hours), the
current population survey (for self-employed and
unpaid family worker jobs, agricultural employment
except for agricultural services, and private household
employment), ES202 Employment and Wages data
collected for the unemployment insurance program
(agricultural savices and total wages paid), and some
unpublished data sources within the Bureau. Average
hourly wages were calculated using the ES202 wage
data and the annual hours estimate developed from the
current employment statistics data for each indudry,
except for the government sector.

All data series are developed on an annua basis. The
beginning and ending years differ between the data
series. The industry output and price series beginsin
1972; the employment series varies by industry, the
earliest year being 1958; the wage data series begins in
1975. The industry output and price data end in 1996,
although for most industries the 1995 and 1996 data
points are extrapolations. The employment data also
endsin 1996. The wage dataendsin 1994. The
regression estimates, limited by common years, are
based on data from 1975 through 1994.

Reyresson and results

All regression estimates for the equations of the labor
model are estimated using ordinary least squares.
With the exception of the agricultural and public

sectors, employment levels and hours are estimated
using the equations and procedures previously
outlined.

The output for the public sectors is comprised of
compensation, making the wage variable in equation 3
redundant. Consequently, the wage variable is dropped
from the regression equation for the public sector.

The wage variable for the agricultura sectors is also
dropped because the wage data from the ES202
covered employment and wages program is not
complete for the agricultural sectors.  Not all
employment in the agricultural sectors is covered by
the unemployment insurance program.

The sectoring plan which OEP uses to define the
industries consists of 185 sectors, 8 of which are
specia accounting industries that have no associated
employment. Sectors 170 through 179 are government
industries and sectors 1 through 3 are agricultural
industries.  That leaves 164 industries for which
employment is estimated using the expressed
labor equation. The discussion of the regression results
will focus on these 164 industries.  The regression
dtatistics for al industries are listed in table 1.

All of the industries which are estimated using the full
labor equation have veay high r-squares ad
significance levels as given by the F-test. However, the
three explanatory variables (year, rea output real
wage) are significant in only 28 out of 164 industries
(seefigure 1). Thisis only seventeen percent of the
industries. The year variable is included to capture
possible shifts in the production function that underlie
the regression equation and is not strictly an economic
variable. If it isignored and only the economic
variables (real output and rea wage) are considered,
then only 52 of the 164 industries, or 32 percat, have
both variables significant.

Conclusion

These results suggest a strong multicollinearity
problem. Given the nature of the data set however,
this is not unexpected. These are strongly correlated

Figure 1 Number of industries Percent of industries
correct | Significant | Correct Sign | correct | Significant @| Correct sign
Sign @ .05 |and significant|  Sign .05 and signifcant
@_05 @ .05

Year NA oL NA NA 57% NA
output 150 117 114 91% 71%| 70%
Real wage 129 74 69 719% 45% 42%
Output and real wage 118 52 47 72% o7 29%
Year, output and red wage NA 28 23 NA 17%) 14%
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time series data. The usual recourse is to add or drop
variables, or to enrich the data by adding data points.
Since the labor equation isaformally dructured model,
adding or dropping variables has limited appeal. The
wage variable is dropped for those sectors for which
the available data does not conform to the demands of
the model. Otherwise the preference is to leave the
model as specified. As for adding data points, al the
available data in the time series is being used. The
final option is to do nothing about the multicollinearity
probdlem, and this is warranted for several reasons.
Fird, the labor model is a forma model based on
srong  economic  principals. Sood, the
multicollinearity does not invalidate the sgnificance of
the regression equations. It does make analysis of the
explanatory power of the individual variables
problematic. Since the purpose of the labor model is
projections work, the explanaory power of the
variables are of lessor importance than the significance
of the whole equation. And finally, the labor model in
practice seems to perform well enough. Its principal

rposeis to edimaeaninitid level of projected
employment by industry. The OEP projections process
is an iterative one with several points of subjective
review. Consequently, the labor model is not expected
to produce a fina and publishable projection without
review and adjustment. As an estimator of the initial
industry level employment projections and an adjunct
to subjective analysis it has proved useful.
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Table 1 Labor Demand Estimated Equations

industry sic Intercept Year  In(Output) In(W/P)
Degrees
a0 al a2 a3 R-squared F-v-l:n Freedom_
1 Agricutural production 01,02 127148 -0.0021 0.0701 0.80997 286150.7 17.0
(2.2403) (-0.4910)  (-0.2590)
2 Agricultural services o7 -75.3221 0.0408 0.1394 099997 2302847 14.0
(-8.3368) (8.4838) (2.3402)
3 Forestry, fishing, hunting, & trapping 08,09 -96.1361 0.0538 -0.6912 0.88908 9046.8 17.0
(-3.7002) (3.5270) (-1.2926)
4 Metal mining 10 37.1368  -0.0166 0.2625  -0.6080  0.90895 5060.8 16.0
(1.2590) (-1.0780) (1.4740) (-1.9766)
§ Coal mining 12 546714  -0.0310 14666  -0.7060 0.90904 839126 16.0
(1.8198) (-1.9435) (5.9270) (-2.8177)
6 Crude petroleum, natural gas, and gas liquids 131,132 -110.8263 0.0410 31841 02001  0.90074 207954 16.0
(-3.2439) (4.0496) (2.3523) (-2.8014)
7 Oil and gas field services 138 2.5254  -0.0007 1.0129 0.0489  0.00004 860434 16.0
(-0.3643) (-0.1843) (10.7583) (0.4116)
8 Nonmetalic minerals, except fuels 14 46726  -0.0007 03376  -0.4284 0.90990 535046.8 16.0
(1.3814) (-0.3504) (6.8331) (-4.5567)
9 Construction 15,18,17 -16.8201 0.0091 06474  -0.3120 0.900098 348450.9 16.0
(-4.9143)  (4.1101) (4.6763) (-1.1986)
10 Logging 241 0.5772 0.0023 0.1187 00111  0.90990 519729 16.0
(-0.1003) (0.6888) (0.6714) (0.0077)
11 Sawmills and planing mills 242 351376  -0.0182 07230  -0.0528 0.09096 119068.3 16.0
(6.8083) (-5.8037) (5.4314) (-0.5783)
12 Millwork, plywood, and structural members 243 30398  -0.0029 0.8981 0.0075  0.90997 210156.7 16.0
(0.0044) (-1.1479) (11.3868) (-0.0800)
13 Wood containers and misc. wood products 244,249 11.7050  -0.0047 04265 03753  0.00997 156381.0 16.0
(1.1883) (-0.7971) (2.3697) (-2.2023)
14 Wood buildings and mobile homee 245 87249  -0.0006 0.9817 02668 090994  82606.1 18.0
(1.5855) (-2.0838) (9.0827) (1.0246)
15 Housshoid fumiture 251 303432  -0.0172 0.9752 02580  0.99990 500383.4 16.0
(2.7804) (-2.6759) (8.3807) (0.5673)
16 Partitions and fixtures 254 -34.8608 0.0198 03727  -1.1149 099993 779755 16.0
(-2.3003) (2.1182) (1.3976) (-1.8905)
17 Office and misc. furniture and fixtures 252,253,250 408448  -0.0227 0.8776 05014 099997 160960.8 18.0
(1.9388) (-1.9317) (6.4158) (1.1996)
18 Glass and glass products 321,322,323 13.4835  -0.0050 06196 -0.735  0.00999 606324.4 16.0
(2.6406) (-1.9814) (7.5805) (-3.8610)
19 Hydraulic cement 04 406136  -0.0173 00182  -0.9418 099090 531350 16.0
(4.9198) (-2.9987) (0.1256) (-4.9014)
20 Stone, clay, and misc. mineral products 325,326,328,320 9.7971 -0.0053 07770  -0.4081  0.90090 708578.3 16.0
(2.5085) (-2.5163) (12.9180) (-2.9334)
21 Concrete, gypsum, & plaster products 7 <0.3012 0.0008 05956 04517 0.90998 2175320 16.0
(-0.0809) (0.2778) (7.0857) (-2.9650)
22 Blast fumaces and basic steel products 331 80.8277  -0.0460 0.5863 05796 090995 117153.6 16.0
(8.8577) (-8.4737) (8.9426) (1.7558)
23 Iron and steel foundries 332 243085  -0.0126 07480 02106 099990 819425.3 16.0
(8.8934) (-8.2651) (23.8522) (-1.2233)
24 Primary nonferrous smelting & refining 333 46.1408  -0.0240 0.6308 00394 000990 534589 16.0
(8.0032) (-8.2764) (8.0732) (0.4678)
25 All other primary metals 334,339 -28.6537 00179  -0.1623  -0.4003  0.00084 333783 16.0
(-2.5418) (2.7972) (-0.8081) (-3.2116)
26 Nonterrous rolling and drawing 335 231980  -0.0123 0.6483 0.1245  0.99998 213448.5 18.0
(7.0062) (-6.3683) (5.6728) (1.2037)
27 Nonferrous foundries 336 149229  -0.0087 08483  -0.0313 090997 164990.4 16.0
(2.8737) (-2.7504) (7.1988) (-0.1824)
28 Metal cans and shipping containers 341 37.8430  -0.0157 00153 07616  0.09907 160613.1 16.0
(4.7077) (-3.7848) (0.0772) (-4.7371)
29 Cutlery, hand tools, and hardware 342 260119  -0.013t 07143  -0.4534 0.00990 522658.8 18.0
(7.2716) (-6.3350) (11.4756) (-2.8058)
30 Plumbing and nonelectric heating equipment 343 97108  -0.0050 07129  -0.4742 000007 172777.% 160
(2.8898) (-2.5484) (6.1625) (-1.8189)
31 Fabricated structural metal products 344 165429  -0.0089 0.4581 0.3928  0.90998 245354.0 16.0
(1.8145) (-1.0366) (1.3844) (-1.0426)
32 Screw machine products, bolts, rivets, etc 345 -13.2581 0.0078 0.6152 -0.8465 0.09980  495508.1 18.0
(-1.5338) (1.5956) (10.4756) (-4.4222)
33 Metal forgings and stampings 346 221390  -0.0117 07769 02616 099998 348283.3 16.0
(2.7864) (-2.0924) (11.7305) (-1.2117)
34 Metaj coating, engraving, and allied services 347 -16.8322 0.0096 0.5181 0.7023  0.99998 268507.4 16.0
(-1.7195) (1.7857) (6.2489) (-2.9645)
38 Ordnance and ammunition 348 <13.4126 0.0009 06587  -0.4483  0.00087 399458 160
(-0.8082) (0.8192) (6.0915) (-1.6891)
36 Miscellaneous fabricated metal products 349 25217  -0.0005 06170  -0.6459  0.90090 561871.2 16.0
(0.7084) (-0.2182) (5.5038) (-3.5201)
37 Engines and turbines 351 245893  -0.0110 04620 07000 099993  78274.8 16.0
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Table 1 Labor Demand Estimated Equations

Industry sic Intercept Year in(Output)  In(W/P)

Degrees

a0 .L a2 a3 _ R-equared Fwvalue Freedom
(34941) (-2.7897) (4.3902) (-1.9762)

38 Farm and garden machinery and equipment 352 30,1271 -0.0154 07468  -0.5041  0.90908 285331.7 18.0
(10.2175) (-10.4033) (10.8783) (-1.4418)

39 Construction and related machinery 353 180521  0.0083 06235  -0.6378  0.99997 152452.3 16.0
(3.0595) (-2.7083) (5.7491) (-1.5454)

40 Metaworking machinery and equipment 354 -8.3469 0.0053 04800  -0.9734  1.00000 1370074.2 16.0
(-2.6972) (3.7778) (14.2608) (-7.0568)

41 Special industry machinery 355 -1.5807 0.0034 04683  -1.4401 099968 288131.1 16.0
(-0.3519)  (1.3828) (7.2708) (-7.8570)

42 General industrial machinery and equipment 356 87713  -0.0033 0.5447  -0.6119  0.90990 601883.0 16.0
(2.9973) (-1.56862) (5.1137) (-2.7289)

43 Computer and office equipment 357 2206849  -0.1109 06524  -0.0962 0.99962  70863.6 16.0
(3.2124) (-3.1967) (8.4103) (-0.4433)

44 Refrigeration and service industry machinery 358 45140 00024 08883 03050 0.90999 560150.9 16.0
(0.8244) (-0.7861) (15.4587) (-2.3351)

45 Industrial machinery, nec. 359 1.7924 0.0002 0.6291 -0.8069  0.99997 213046.3 16.0
(0.1817)  (0.0313) (3.9956) (-2.3721)

48 Electric distribution equipment 381 170204  -0.0085 03021  -0.6108 099994  82969.7 16.0
(2.0538) (-1.3185) (1.7091) (-1.5382)

47 Electrical industrial apparatus 362 331682  -0.0150 04480  -0.6760  0.90997 166479.2 18.0
(4.0081) (-28362) (2.7052) (-2.5280)

48 Household appliances 363 56.6495  .0.0297 0.8720 02049  0.99990 420035.8 16.0
(5.0723) (-4.9726) (11.4304) (-1.0513)

49 Electric fighting and wiring equiprment 364 133100  -0.0059 06148 06638 099999 589753.8 18.0
(2.9642) (-2.2163) (8.6869) (-4.2162)

50 Household audio and video equipment 285 -104.9495 0.0562 0.1473  -1.1205 099083 740824 16.0
(-3.2697) (32.4217) (1.7625) (-4.8905)

51 Communications equipment 388 1854655  -0.0957 0.7255 13010 0.99991  58483.1 16.0
) (3.2633) (-3.2514) (3.8486) (1.9664)

52 Electronic components and accessories 367 169.7680 -0.0874 0.8699 0.6589 0.99975 213139 16.0
(1.0905) (-1.0811) (3.0908) (0.5338)

53 Miscelianeous electrical equipment 369 34019  -0.000% 02814  -0.0347 0.90887 413356 16.0
(0.1418)  (-0.0108) (1.6623) (-0.1038)

54 Motor vehicies and equipment an 206758  -0.0104 06605  -0.2386  0.90990 522950.5 16.0
(3.8438) (-3.3351) (13.8544) (-0.8641)

55 Asrospace 372,378 24.1134 0.0141 1.0367 02148  0.90997 211227.1 16.0
. (2.4230) (-2.4887) (12.4714) (-0.8608)

56 Ship and boat building and repairing 373 90749  -0.0055 09281 04252 099997 201960.0 18.0
) (1.9121) (-2.9439) (8.3813) (-1.7584)

57 Railroad equipment are 37.8813  -0.0189 05084  -0.1376  0.99977 229632 16.0
(5.1863) (-5.4801) (7.2734) (-0.2484)

58 Miscellaneous transportation equipment 375,379 214946 00111 07048  -0.3524  0.90981  28425.1 16.0
(1.2825) (-1.2488) (4.9452) (-1.1417)

59 Search and navigation equipment 381 656110  -0.0267 04571  -0.3026 099982  29035.3 16.0
) (0.7839) (-0.7100) (8.7812) (-0.2242)

60 Measuring and controlling devices 382 468752  0.0254 1.0243 02028 0.90008 122780.9 18.0
) (1.4045)  (-1.3837) (4.9001)  (-0.4484)

61 Madical equipment, instruments, and supplies 384 -75.7911 0.0411 02952  -1.0348  0.90998 328699.0 16.0
) (-3.4518) (3.4577) (1.8570) (-6.1700)

62 Ophtheimic goods 385 -81.5638 0.0441 01523  -1.1080 0.99993  76370.7 16.0
(-3.2358) (3.3557) (1.63681) (-4.4142)

63 Photographic equipment and supplies 388 734183  -0.0380 0.7579 00129 090983  72880.2 16.0
(3.0077) (-2.8953) (3.4528) (0.0504)

64 Waiches, clocks, and parts 387 36.1942  -0.0155 02100  -1.5830 090950  12800.9 16.0
(1.0809) (-0.8370) (2.1213) (-2.3908)

65 Jewelry, silverware, and plated ware 391 132050  -0.0050 02058  -0.1862  0.99998 241141.8 16.0
(5.5921) (-4.3928) (5.2040) (-5.4335)

68 Toys and sporting goods 34 186742  -0.0001 068063  -0.3278  0.999968 130043.4 16.0
(0.9600) (-0.8488) (3.6358) (-1.1441)

67 Manufactured products, nec. 303,395,396,399  17.0780  -0.0078 05518  -0.3854 0.90998 282829.8 16.0
(2.2639) (-1.8434) (5.1672) (-1.8381)

68 Meat products 201 -18.5650 0.0103 04968  -0.3670 0.09908 255504.8 16.0
) (-2.3488)  (1.9592) (2.0044) (-2.8314)

69 Dairy products 202 247606  0.0117 04852 02584  0.90900 406041.2 16.0
(3.6262) (-3.2348) (1.6055) (-1.8296)

70 Preserved fruits and vegetables 203 11,7090  -0.0075 09472 02921 099998 2162%0.3 16.0
(1.1121)  (-1.1811)  (4.0498) (-1.1248)

71 Grain mil products and fais and oils 204,207 -5.4479 00082  -0.0051 03492 090008 227790.8 18.0
(-0.3925) (0.7076) (-0.0147) (-4.8814)

72 Bakery products 205 182740  -0,0074 03617  -0.4659  1.00000 14410850 16.0
(11.6330) (-14.4365) {3.0664) (-5.8193)

73 Sugar and confectionery products 208 209922  -0.0096 0.3382 00022  0.90997 185821.4 16.0
(3.2857) (-2.6526) (2.1595) (0.0166)
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Tabile 1 Labor Demand Estimated Equations

Industry sic Intercept Year  In(Output) In(W/P)
Degrees
0 at a2 a3 Requared Fvalue Freedom_

74 Beverages 208 36.7762 -0.0190 0.7390 -0.4329 0.99998 332382.5 16.0
(3.1937) (-2.8384) (4.2325) (-2.1813)

75 Miscellaneous food and kindred products 209 -27.9798 0.0171 0.0594 0.2974 0.90998 248506.7 16.0
(-3.7184) (3.7565) (0.3306) (-2.3945)

76 Tobacco products 21 41.9786 0.0214 0.4396 0.1491 0.909904  82396.7 16.0
(4.1767)  (-5.3411)  (2.1602) (1.1461)

77 Weaving, finishing, yamn, and thread milis 221-224,226,228 34.4024 -0.0178 0.8281 -0.4270 0.99999 646051.5 16.0
(3.3462) (-3.1793) (8.5248) (-2.2433)

78 Knitting mills 225 -18.5024 0.0119 0.3836 -0.8722 0.99997 ~ 202747.3 16.0
{(-0.8275) (0.9612) (3.5823) (-1.9043)

79 Carpets and rugs 227 -87.4170 0.0469 0.3510 -1.9117 0.99985 34682.1 16.0
(-3.2041) (3.2393) (2.4253) (-3.7866)

80 Miscellaneous textile goods 229 26.4402 0.0125 0.4608 -0.3711 0.99906 1447573 16.0
(1.8212)  (-1.7004)  (4.5923) (-1.8877)

81 Apparel 231-238 7.6018  -0.0011 03810  -1.0791  0.99999 906078.0 16.0
(0.6360) (-0.1672) (3.4251) (-3.0504)

82 Miscellaneous fabricated textile products 239 1.5806 -0.0004 0.6350 -0.4616 0.99908  254701.0 16.0
{0.1541)  (-0.0749) (5.9017) (-2.0482)

83 Pulp, paper, and paperboard mills 261-263 27.9088 -0.0128 0.3546 0.0204 0.00990 754165.6 16.0
(5.9606) (-4.4186) (3.2640) (0.3786)

84 Paperboard containers and boxes 265 12.0016 0.0072 0.8521 -0.1308 0.90099 684722.5 16.0
(4.1576) (-3.7572) (8.5354) (-1.4927)

85 Converted paper products except containers 267 11122 -0.0008 0.6725 -0.2015 0.80080 957280.2 16.0
(0.1979)  (-0.2191) (5.1541) (-2.6425)

86 Newspapers n -19.8555 0.0112 0.4267 -0.0435 1.00000 1441970.8 16.0
(-2.1744) ( 2.6566) (9.8520) (-0.1714)

87 Periodicals 272 -52.6233 0.0279 0.4604 -0.7030 0.90998 214055.4 16.0
(-15.2070) (12.8477) (6.6703) (-2.6227)

88 Books 273 -5.5670 0.0037 0.3644 £0.0106 0.99998 217285.8 16.0
(-0.6477) (0.7124) (2.0285) (-0.03896)

89 Misceilaneous publishing 274 -49.7569 0.0258 0.1873 0.6316 0.99985 34714.7 16.0
(-2.7667) (2.6690) (1.5276) (1.5715)

90 Commercial printing and business forms 275,276 -4.1738 0.0026 0.6729 -0.5572 0.99980 799824.1 16.0
(-0.6215) (0.6891) (8.0408) (-3.7202)

91 Greeting cards 277 -30.6238 0.0178 0.0633 -0.5400 0.99904 93561.1 16.0
(-2.9408) (3.1146) (0.4106) (-3.3130)

92 Biankbooks and bookbinding 278 -1.4268 0.0007 0.4933 0.3020 0.00995 111758.2 16.0
(-0.2481)  (0.2183) (4.1715) (1.2792)

93 Service industries for the printing trade 279 -48.0178 0.0263 0.2255 -0.4972 0.89990 52217.5 16.0
(-1.0834)  (1.0824) (0.6585) (-0.8335)

94 Industrial chemicals 281,286 9.3085 -0.0010 0.1204 -0.2087 0.99997 187305.8 16.0
(1.6814) (-0.61989) (1.4249) (-2.4444)

95 Plastics materials and synthetics 282 27.9914 £0.0116 0.1596 0.2198 0.99905 100174.4 16.0
(1.6383) (-1.1969) (0.8343) (-1.0555)

96 Drugs 283 -25.2127 0.0147 0.3798 -0.6456 0.90980 041640.0 16.0
(-1.9684) (1.8533) (2.5772) (-2.5687)

97 Soap, cleaners, and toilet goods 284 -30.0678 0.0173 0.2805 -0.5344 0.00900 866323.3 16.0
(-9.3784) (0.0994) (3.3798) (-6.8708)

98 Paints and allied products 285 18.9351 -0.0084 0.5525 -0.2788 0.00998 282747.5 16.0
(3.1897) (-2.7591) (5.2935) (-1.8411)

99 Agricultural chemicals 287 25.1796 -0.0132 0.6750 -0.2576 0.90982 63087.3 160
(1.5078) (-1.3080) (2.8897) (-1.4611)

100 Miscellaneous chemical products 289 -3.4182 0.0030 0.3315 £0.1855 0.99098 252348.6 16.0
(-0.4924) (0.7838) (4.0801) (-1.8223)

101 Petroleum refining 201 27.1435 -0.0079 -0.4345 0.2187 0.90995 97886.6 16.0
(4.9010) (-2.5453) (-2.7855)  (-4.8980)

102 Miscellaneous petroleum and coal products 295,299 -10.2074 0.0055 0.5154 -0.4439 0.96983 77785.6 16.0
(1.4582) (1.6741) (4.3153) (-3.4975)

103 Tires and inner tubes 301 9.1180 -0.0026 0.3085 0.5767 0.90983 73831.3 16.0
(0.6228) (-0.3388) (2.6267) (-3.0476)

104 Rubber products and piastic hose and footwear 302,305,308 12.2273 -0.0055 0.6188 -0.5753 0.90990 1025254.8 16.0
(3.1421)  (-2.5070) (12.6567) (-4.4419)

105 Miscelianeous plastics products, nec. 308 -15.3641 0.0085 0.5908 <0.4364 0.90908 2561453 16.0
(-0.7244) (0.7388) (4.7177) (-1.5420)

108 Footwear, except rubber and plastic 313,314 28.5624 -0.0152 0.8912 -0.3961 0.90998 3184083 18.0
(3.2710) (-3.6758) (10.1783) (-3.3110)

107 Luggage. handbags, and ieather products, nec. 311,315-317,319 41,8205 -0.0212 0.5056 -0.0200 0.600086 38631.0 16.0
(4.1348) (-4.5811) (3.7776) (-0.1291)

108 Railroad transportation 40 55.5584 -0.0287 0.7578 0.0436  0.00997 1795102 16.0
(5.7100) (-7.2742) (4.2056) (0.3652)

109 Local and interurban passenger transit 41 -21.6259 0.0078 1.1254 0.7643 0.90992 69052.6 16.0
(-2.2067) (1.0812) (2.1176) (2.8886)

110 Trucking and warehousing 42 8.9381 -0.0027 0.4180 -0.2298 0.90998 318040.8 16.0
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Table 1 Labor Demand Estimated Equations

Industry siC intercept Year In(Output) In(W/P)

a0 at a2 a3  Requared Fvalue _9"’,"'
(1.1497)  (-0.5204) (2.3878) (-0.9231)

111 Water transportation 44 239356  -0.0101 02662  -0.2663  0.90994  88631.2 16.0
(5.2211) (-3.8383) (1.5562) (-0.8964)

112 Air transportation 45 -98.2887 0.0524 0.3354  -0.8628 099985  34887.8 18.0
(17777 (1.7107)  (0.7330)  (-2.3563)

113 Pipelines, axcept natural gas 48 -3.4430 0.0029 02447 02568 099987  42163.0 16.0
(-0.74268) (0.8850) (0.7179) (-3.4932)

114 Passenger transportation arangement 472 -40.9678 0.0201 0.6191 0.4144 0.99991 59821.1 16.0
(-2.8718) (2.6389) (5.9817) (0.7710)

115 Miscellaneous transportation services 473,474,478 -72.0493 0.0382 0.1351 0.1662  0.99997 19930931.7 16.0
(-10.5642) (10.6272) (1.9522) (0.9483)

116 Communications 48 344589  -0.0174 07172 03204  0.99999 654261.0 16.0
(5.5193) (-4.9812) (7.4654) (-1.4867)

117 Electric utilities 491, %493 54576  -0.0048 1.0305  -0.3743  0.99997 177786.1 16.0
(0.2543) (-0.3539) (2.2098) (-1.8938)

118 Gas ulilities 492, %493 5.3923 00007  -0.0170  -0.1359  0.999990 921955.8 16.0
(0.8688) (0.2652) (-0.1522) (-2.3237)

119 Water and sanitation 404-497, %493 -35.1787 0.0182 0.8900  -1.4254  0.99991  58504.7 16.0
(-1.5382) (1.4284) (2.5437) (-3.1946)

120 Wholesale trade 50,51 279351  -0.0132 0.5725 00310  0.90090 618284.1 16.0
(1.1871)  (-1.0057) (2.7348) (0.1435)

121 Retail trade exc eating and drinking places 52-57,59 1.5824 0.0014 0.4127 00158  1.00000 1390739.5 18.0
(0.2304) (0.3447) (4.0409) (0.0858)

122 Eating and drinking places 58 -71.8102 00433  -0.1193  -1.9889  1.00000 1242224.7 16.0
(-7.9531) (7.2094) (-0.5938) (-5.8578)

123 Depository institutions €0 §9.2647  -0.0305 09555  -0.8423  0.99997 170083.3 18.G

(3.7387) (-3.6279) (5.6253) (-3.2258) .

124 Nondepository: holding and investment offices 61,67 -63.3303 0.0331 04507  -0.1003  0.89997 1613744 16.0
(-6.0013) (5.5198) (2.9609) (-1.4686)

125 Security and commodity brokers -] -48.8675 0.0243 06620 05603 009985  35038.2 16.0
. (-1.4248) (1.3974) (3.2660) (-2.5491)

126 Insurance carriers &3 -26.6285 0.0164 0.1567 00127 099999 950616.8 16.0
(-5.9689) (5.4839) (1.1841)  (0.1398)

127 Insurance agents, brokers, and service 64 717744 0.0380 02121 03193  0.99999 441389.5 16.0
(18.9374) (18.5972) (2.6737) (2.1680)

128 Real estate 65 57.4104  -0.0431 2.7055 03120  1.00000 1779842.8 16.0
(6.2810) (-8.9453) (10.0448) (1.7332)

129 Royalties na. 0.0000 0.0000 0.0000 0.0000  0.00000 0.0 0.0
(0.0000) (0.0000) (0.0000) (0.0000)

130 Owner-occupied dwellings na 0.0000 0.0000 0.0000 0.0000  0.00000 0.0 0.0
(0.0000) (0.0000) (0.0000) (0.0000)

131 Hotels and cther lodging places 70 -61.6769 0.0320 0.4714 02380 099998 291128.6 16.0
(-6.9088) (7.2843) (3.2812) (0.8316)

132 Laundry, cleaning, and shoe repair 721,725 -38.8627 0.0171 0.9503 09950 0.99990 902326.3 16.0
(-7.0726) (7.2072) (10.3022) (4.3070)

133 Personal services, nec. 722,729 -80.5287 0.0431 03255  -1.3396  0.99978  23864.6 16.0
(-4.4530)  (4.6291) (1.7341)  (-7.4301)

134 Beauty and barber shops 723,724 -17.1988 0.0109 03708  -0.8215  0.90999 472565.6 16.0
(-7.2730) (7.7640) (5.0935) (-3.2298)

135 Funerai service and crematories 726 -19,1338 0.0119 02634  -0.7371  0.90980 382631.1 18.0
(-6.5095) (8.5759) (3.3079) (-24.5859)

136 Advertising 731 -14.0280 0.0052 0.8042 06170  0.90985 101747.8 16.0
(-1.0408) (0.6726) (J.4888) (1.1753)

137 Services to buildings 734 -33.1464 0.0189 04171  -0.8306 090998 302270.2 16.0
(-3.0493) (3.1162) (3.7816) (-3.3377)

138 Miscellaneous equipment rental and leasing 735 92,7223 0.0485 02803  -0.2634 0.99986  38106.8 18.0
(-4.1221)  (4.2794) (1.9801) (-0.7342)

139 Personnel supply services 738 -89.3705 0.0451 07560  -0.2296 0.99988  44574.2 16.0
(-2.6790) (2.5260) (3.7438) (-0.7404)

140 Computer and data processing services 737 -157.5773 0.0828 0.5470 -2.0579 0.99983 74911.7 16.0
(-3.1268) (3.0850) (3.3857) (-3.6369)

141 Miscellaneous business services 732,733,738 -85.9316 0.0475 01519  -0.9942 0.90090 469921.8 16.0
(20.7123) (18.9656) (1.2698) (-3.7986)

142 Autorotive rentals, without drivers 751 -39.2635 00256  -0.1000  -1.9422 099989  46650.4 16.0
(-1.0029) (1.9875) (-0.6365)  (-4.4883)

143 Automobile parking, repair, and services 752-754 -37.63868 0.0204 05962  -1.0736  1.00000 1236412.0 16.0
(-8.8847) (9.4487) (9.5933) (-2.8558)

144 Electrical repair shops 762 -9.8759 0.0068  -0.0508 09809  0.99908 214307.1 16.0
(-2.1337)  (2.4846) (-0.5838) (6.7287)

145 Watch, jewelry, & fumniture repair 763,784 149514 00058  -0.0138 03105 099991 610132 16.0
(2.9814) (-2.0710) (-0.1309)  (0.8536)

146 Miscellaneous repair services 769 -44.9398 0.0229 0.4489 0.3869  0.09998 3127325 18.0
(10.0253) (9.5579) (6.4283) (3.7384)
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Table 1 Labor Demand Estimated Equations

Industry sic intercept Year In(Output) In(W/P)
a0 al a2 a3 Requared Fvalue F 9 L
147 Motion piciures 781-763 ~36.4131 0.0200 0.3150  -0.84480  0.00007 199243.8 16.0
(-3.0709) (3.1394) (2.3866) (-7.6081)
148 Video tape rental 784 -65.3647 0.0353 02320  -0.9185 0.90984  18761.3 0.0
(-1.8119)  (1.8983) (4.0292) (-2.4724)
148 Producers, orchestras, and entertainers 792 -20.7704 0.0110 0.4251 00454 099982  67556.5 16.0
(-1.0310)  (1.0099) (2.3416) (0.1686)
150 Bowding centers 793 240072  -0.0103 01752 00683 0.90990 361987.5 16.0
(1.9229) (-1.7061) (1.5145) (-0.1477) .
151 Commercial sports 794 -62.3413 00320 07666  -0.3467 0.90990 508829 18.0
(-3.7772) (4.7234) (-3.4659) (-1.6521)
152 Amusement and recreation services, nec. 791,799 -30.4977 0.0169 0.8614  -1.4309 0.99998 275790.8 16.0
(-1.9243) (1.8870) (3.7359) (-4.1350)
153 Offices of health practitioners 801-804 -89.9287 0.0489 00733  -0.0200  1.00000 1830928.0 16.0
(-10.4385)  (9.6467) (0.5318)  (-0.3009)
154 Nursing and personal care facilities 805 -44.8297 0.0240 03477  -0.3450  1.00000 2924178.4 18.0
(-3.5623) (3.5065) (2.5794) (-2.2479)
155 Hospitals 808 -7.9278 0.0047 06522 02520 0.99999 1042062.7 16.0
(-0.5340) (0.4954) (2.2520) (-0.7786)
156 Health services, nec. 807-800 -153.9704 00826  0.1321  -0.7661 0.00000 753813.5 16.0
. (-25.0820) (27.4113) (-2.2181) (-3.7524)
157 Legal services 81 -81.9647 0.0431 06189  -1.1309 099991 594153 16.0
(-3.7206) (3.3388) (1.1830) (-1.2218)
158 Educational services 82 0.6975  -0.0025 12380 -0.0804 080999 850703.6 16.0
(-0.0611)  (-0.3500) (4.3193) (-0.6230)
159 Individual and miscellanecus social services 832,839 -123.0100 00660 00618  -1.1121 099990 8061002 18.0
. (-6.6200) (6.5798) (-0.4123) (-10.2728)
160 Job training and related services 833 -86.7001 00487  -0.4999 01198 000964  15011.0 16.0
(-4.1720)  (4.8425) (-1.6375) (0.7881)
161 Chili day care services 835 -92.8797 00514 02082  -0.4805 0.90091 561465 16.0
(-7.7017)  (7.6468) (-1.2500) (-1.4615)
162 Residential care 838 -171.0196 00807 0.1500 06107 0.99996 123192.6 16.0
(-4.0872) (3.9008) (-0.5008) (-1.4616)
163 Museums, botanical, zoological gardens 84 -71.0633 0.0373 0.1836 0.0413  0.99966 108900.2 16.0
(-3.0201) (29756 (1.0001) (0.2000)
164 Membership organizations 88 25140  -0.0002 12520  -1.3213  0.90994  85494.7 16.0
(-0.1001)  (-0.0133) (2.5308) (-2.2122)
165 Engineering and architectural services 871 -19.1421 0.0110 05160  -0.4073  0.90090 3000492 16.0
(-3.3608) (3.2012) (0.6198) (-0.9365)
166 Ressarch and testing servics 873 -76.6249 0.0424 01321  -0.7783 099998 329888.7 16.0
(-6.4680) (6.5231) (1.3977) (-3.5544)
167 Managemsnt and public relations 874 -80.3204 0.0416 0.3329 02892 090908 289624.4 16.0
(-4.0149)  (3.8311) (3.8580) ( 1.0690)
168 Accounting, auditing, and cther services 872,80 -64.2860 0.0349 02003  -0.4800 0.90990 546002 160
(-2.0249) (2.2045) (1.1631) (-0.8550)
169 Private households 88 18.8684  -0.0069 0.3441 04448 090983 749452 16.0
(3.4338) (-2.5128) (1.9883) (-1.9083)
170 US Postal Service 431 46608  -0.0008 0.4111 0.80997  270074.9 17.0
(0.3818) (-0.1174)  (2.1926)
171 Federal electric utilties NA 409841  -0.0254 0.5374 0.99839 §267.3 17.0
(3.1725) (-3.4480) (0.7808)
172 Federal government enterprises, nec. NA 18.0423 -0.0056 -0.1243 0.89978  38726.0 17.0
(-0.7367)  (0.2696) (0.4537)
173 Federal general government NA 1.9932 0.0016 0.2482 0.99090 1691736.5 17.0
(1.1821)  (1.7723) (1.8814)
174 Local govemment passenger transit NA -60.4680 0.0297 0.8460 0.00986  59756.8 17.0
(-10.2594) (8.8368) (2.7958)
175 State and local electric uiities NA -41.2768 0.0246  -0.2489 0.00995 178054.8 17.0
(12.7140) (12.8727) (-2.4944)
1786 State and local government enterprises, nec. NA 84345  -0.0084 1.0410 090998 3558419 17.0
(0.8983) (-1.0048) (3.2933)
177 State and iocal government hospitals NA 256619  -0.0151 1.1553 1.00000 2186088.6 17.0
(9.4750) (-7.4702) (8.5057)
178 State and locel government education NA 9.5002 0.0032 1.0411 1.00000 80062505 17.0
(-5.3236) (1.8952) (7.6138)
179 State and local general government, nec. NA -5.2047 0.0031 0.6943 0.90990 ©55543.1 17.0
(-0.8880) (0.7554) (3.3076)
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A Model of Detailed Personal Consumption Expenditures

Janet E. Pfleeger
Bureau of Labor Statistics, Washington, DC 20212

Introduction

Thefinal product of the Office of Employment
Projections is medium term (10 year) projections of
over 500 occupations and 185 industries. The 6 steps
involved in developing these projections are: 1) the
size and demographic composition of the labor force; 2)
the growth of the aggregate economy; 3) final demand
or gross domestic product (GDP) subdivided by
consuming sector and product; 4) inter-industry
relationships (input-output); 5) industry output and
employment; and 6) occupational employment.

The Personal Consumption Expenditures (PCE) Model
falls under step 3. Within step 3, each component of
GDP is projected—PCE, business investment,
government spending and foreign trade. This paper
presents a dynamic model for PCE that projects
consumer spending for 80 product groups. ' It was
originally estimated by Houthakker-Taylor” in the mid-
1960's and is based on the theory that current consumer
purchases depend not only on current income and
relative prices, but on a stock variable representing
either the adjustment of a pre-existing inventory of the
product in question to a desired or equilibrium level, or
habit formation from past consumption.

The Functional Form
The standard approach to demand analysis involves
estimation of the following demand equation:

(1) gqi= fi(x1, pit,210,2215.0, Zne, Uir)
where:

q,: per capita consumption of the ith commodity
in year t

f function whose mathematical form is specified
later

X, per capita real disposable income

P, deflated price of the ith commodity

2y 2ty any other explanatory variables, such

as the price of one or more substitute or complimentary
goods of the ith commodity, lagged values of x, or pit,
or atime trend.

vit: disturbance term representing both the effect

of variables that are not explicitly introduced into the
equation and errors in measurement of qj;.
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Derivation of the PCE Model
A structural equation corresponding to the above
functional form is specified as:

(2) gg=a+bs:+cxi+dp: + u

where:

s: state variable

b: state coefficient

C short-run derivative of consumption with
respect to income (the marginal propensity to consume)
d: short-run derivative of consumption with

respect to relative price

To define the state variable in (2), the change in either
of the two types of stocks (inventory or habit formation)
is assumed to be new purchases less the depreciation of
existing stock, where the depreciation rate is assumed
constant. This stock depreciation equation is expressed

(3) St = qr — €St
where:
S: the rate of change in the stock
and either
e= a constant rate of stock depreciation for
goods
or

e=a constant rate at which habit-formation
wears off

scan now be eliminated by combining (2) and (3):
(4) s:=q—(e/b)*(q:—a—cx:—dp:)

Differentiating (2) with respect to time, substituting (4)
for s , and combining the different variables yields:

(5) ¢: = ae+ (b - e)q: + cex: +dep: + cx: + dp:

(5) isafirst-order difference equation that deals only
with the variables g, x and p, al of which are ‘observed
variables.

Before estimating the model, g, must be eliminated

from the right hand side of(5). For computational
reasons, it is aso desirable to eliminate the current year



values Of X and p. Rewriting (5) to accomplish these
two items yields:

ae 1+1/2(b—e)
6) g = 1—1/2b-¢) "1-1/2-e)?'"
c(l1+e/2) ce
1-1/20-¢) & T 1-1/206-¢) """
d(l1+e/2) de

1-1/26-0 2 " 1-1/26-) 7'
where zxg=x-x;. 1 and zp=p¢-p¢. 1
Combining the coefficients of (6) yields the:
Equation to be Estimated:

(7) q,= A+ Anq, -+ AAX + AsX -+ A4Ap: +
A, -1

where;

q;. per capita PCE of the item in question in year t
(millions of chain weighted 1992 dollars)

Q1. lagged value of q

X¢ total per capita PCE in year t (millions of chain
weighted 1992 dollars) (a proxy for per capita personal
disposable income)

AX=X-X¢.1:  changein per capita PCE

X lagged value of X

Pt relative pricein year t of the good in question
(1992=100), calculated as the implicit deflator for that
good divided by the implicit deflator for total PCE
ApEpePr-1: change in relative price of the good in
question

pui=lagged relative price

Estimation Procedure
The PCE model was estimated using the following
Historical Data Sources.

q; National Income and Product Accounts,

Bureau of Economic Analysis, Commerce Department
(the conversion to per capitais made using the Total
Population figures from the macro econometric
model-this number includes Armed Forces overseas
and is in millions)

X National Income and Product Accounts,
Bureau of Economic Analysis, Commerce Department
p¢: National Income and Product Accounts,

Bureau of Economic Anaysis, Commerce Department
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The regression equations for the 80 PCE product
categories were estimated with ordinary least squares.
Several specifications of the equation—with and
without prices and with and without the income
variable-were estimated for each product category to
determine the best fit possible. The specification was
chosen based not only on an evaluation of the

regression statistics, such as the signs of the
coefficients, the t-tests for the individual coefficients,
the F-tests for the equation, and the R* ’s, but on
simulations. The simulations used the eguations to
estimate the historical data so that the residuals could be
examined. The residuals were analyzed by looking for:
positive or negative groupings of error terms; outliers;
tails at the end of the historical series that would
indicate problems in using the equation to project; and
similar patterns among the residuals of different
equations. See Table 2 for the equation coefficients and
related statistics.

Given the problem of serial correlation in time series
data, tests were performed to determine whether the
error terms were correlated. Ordinarily, the Durbin
Watson d Statistic would be used to test for positive or
negative seria correlation. However, when an equation
includes a lagged dependent variable as one of the
independent variables, the d statistic cannot be used (it
is biased toward 2, which would suggest no seria
correlation). Instead, testing for serial correlation is
done with a normally distributed statistic, Durbin’s h
Statistic.’ Of the 80 PCE equations, seven (equations
33,34,40,47,56,75 and 77) were corrected for serial
correlation using an iterative procedure in which
estimates for rho (p, where u=pu,.;+¢e,) were derived at
each iteration. The rho-transformed variables were then
used for the next iteration. Table 2 includes the
coefficients and regression statistics for al equations,
including those corrected for serial correlation. Note
that the summary statistics are based on the rho-
transformed variables.

Projecting with the PCE Model

Once the equation specifications were finalized based
on the evaluation described in the preceding section, the
projections were made using the following Projected
Data Sources for Independent Variables.

gi-1:  The dependent variable generated for each

year's projection is used as the lagged dependent
variable in the following year.
X Generated by the OEP macro econometric

model




Py the implicit deflator for the good in question is based on the Input-Output Tables published every 5

calculated using a double exponential smoothing years by the Bureau of Economic Analysis (BEA). The

technique*and the implicit deflator for total PCE comes ~ commodity specific projections are converted to

from OEP' S macro econometric model industry output projections using “Use” and “Make”
tables, which are also based on the Input-Output Tables

How the PCE Model Fitsinto the OEP from BEA. The ultimate product of the OEP—industry

The results from the PCE model were then convertedto  and employment projections—are then derived from

projections of consumer spending by commodity these projected outputs.

through a projected bridge table. The bridge table is

' See Table 1 fore the list of the 80 product groups.
“H.S. Houthakker and Lester D. Taylor. Consumer Demand in the United States, 1929-1970, Analyses and
Projections, Cambridge: Harvard University Press; 1966.

*h = (1-5DW)\n/(1-n*s2)

where;
DW= Durbin Watson d Statistic
n= number of observations

S2= s squared, the estimated variance of the estimated coefficient of the lagged dependent variable

“The technique fits atrend model across time such that the most recent data are weighted more heavily than data in
the early part of the series. The weight of an observation is given by an exponential function of the number of
periods that the observation extends into the past relative to the current period.
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Table L PCE Product Categories

Motor vehicles

Tires, tubes, and parts

Household furniture

Household appliances

China, glassware, and utensils

Video & audio products, computing equipment, & musical instruments
Other durable housefumishings (floor coverings, clocks, lamps& art, textile

N o0 —

products)
8 Jewelry and watches
9 Ophthalmic and orthopedic products
10 Books and maps

11 Wheel goods, durable toys, and sports eguipment

12 Food for off-premise consumption (excluding alcohol)

13 Purchased meals and beverages

14 Food furnished to employees

15 Food produced and consumed on farms

16 Alcoholic beverages (in off-premise)

17 Shoes

18 Clothing and luggage

19 Military issue clothing

20 Gasoline and oil

21 Other fuels

22 Tobacco products

23 Toilet articles and preparations

24 Semidurable house furnishings [misc. textile products(brushes, brooms,
lampshades)glass products; and plastic products]

25 Cleaning and miscellaneous household supplies & paper products

26 Stationery and writing supplies

27 Drug preparations and sundries

28 Magazines, newspapers, and sheet music

29 Nondurable toys and sporting goods

30 Flowers, seeds, and potted plants

31 Expenditures abroad by U.S. residents

32 Persona remittances to nonresidents

33 Space rent from owner-occupied nonfarm dwellings

34 Rent from tenant-occupied nonfarm dwellings

35 Rentd vaue of farm dwellings

36 Other housing (hotels and other lodging places

37 Electricity

38 Gas

39 Telephone and telegraph

40 Water and sanitary services

41 Domestic services

42 Other household operation

43  Automobile repair

44 Bridge, tunnel, ferry and road tolls

45  Automobile insurance less claims paid

46 Intracity mass transit

47 Taxicabs

48 Railway transportation

49 Intercity bus
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50
51
52
53
o4
95

56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80

Airline transportation

Other intercity transportation

Physicians

Dentists

Other professional medica services
Hospitals and nursing homes

55A Hospitals

55B Nursing homes

Cleaning, storage, and repair of clothing& shoes
Miscellaneous personal, clothing, and jewelry services
Barbershops, beauty parlors, and health clubs
Health insurance

Brokerage charges and investment counseling
Bank service charges

Services furnished without payment by financia intermediaries
Expense of handling life insurance

Lega services

Funeral and burial expenses

Other personal business services

Radio and television repair

Motion picture admissions

Legitimate theater admissions

Admissions to sports events

Clubs and fraternal organizations
Commercia participant amusements
Pari-mutuel net receipts

Other recreation services

Higher education

Elementary and secondary education

Other private education and research
Religious and welfare activities

Foreign travel by U.S. residents
Expendituresin the U.S,_ by foreigners
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Table 2. PCE Model Coefficients (with corresponding t-statistics)

change in changein| lagged
lagged per capita |lagged per| relative relative
Egn intercept dependent PCE capita PCE| price price R-squared |F-value

1 |Motor Vehicles -69.165068 | 0.665869 0.22608| 0.016067 0 0
-3.508 9.935 12.994 4.189 0.9828 609.84

2|Tires tubes accessories -10.1904849 | 0.8402261 | 0.01032823 | 0.001858 0 0
& other parts -1 539 7.411 4.49 1511 0.9936]| 1644.058

3|Furniture, including -4,109523266| 0.7242035 | 0.01877184 | 0.002763 0 0
matresses and bedsprings -1.301 4.985 5.409 1.932 0.9822 587.63

4|Kitchen & other household -2.433643351 | 0.9064753 | 0.0110716| 0.000608 0 0
appliances -1.286 9.978 5.779 1.113 0.9833| 626.177

5|China, glassware, 5.35669551 | 0.8649853 | 0.00467677 0.00068] -34.5153| -5.10335
tableware and utensils 0.886 7.093 3.067 1.167 -2.388 -1.098 0.9869] 451.087

6|Video & audio products, 114.5666581 | 1.2630805 | 0.00903983 | -0.008044 | -19.1449| -8.52689
computers&musical instruments 2.44 55.898 2.52 -2.855 -1.492 -2.39 0.9985] 3945.743

7|Otherdurable -10.43959892] 0.9150171 | 0.01928001 | 0.001539 0 0
housefurnishings -1.65 9.422 7.084 1.102 0.9942] 1837.946

8|Jewelry&watches 59.67019616 | 0.7487659| 0.01240473 | 0.000963 | -64.4086| -44.8662
2.793 8.029 4.134 1.031 -3.937 -3.207 0.993| 856.148

9|Opthalmic products & -3.957224542 | 0.8886221 | 0.00580455 | 0.000514 0 0
orthopedic appliances -1.808 10.49 3.574 1.508 0.974] 398.916

10|Books&maps 3.64031853 | 0.7524215 | 0.00207436 | 0.000724 | -63.4757 | 2.114598
0.512 6.432 0.951 0.948 -2.97 0.156 0.9453] 103.763

11 |Wheel goods, sports &photoequip- | -14.32139871 | 0.8760107 | 0.0190725| 0.001844 0 0
merit, boats & pleasure aircraft -1.5 6.388 4.781 1.119 0.9833| 628.543

12|Food purchased foroffpremise 195.0733028 | 0.8373804| 0.04950332 | 0.001842 0 0
consumption 1.877 9.566 3.081 0.948 0.8998 95.81

13|Purchased meals &beverages 49.72053746| 0.679777 | 0.05094726 | 0.014875 0 0
1.852 4.918 5.674 2.38 0.9937] 1690.703

14|Food furnishedto employees 7.331023391 | 0,8743301 | -0.0021527 | -0.000201 0 0
1.69 10.415 -1.568 -1.48 0.8768 75.884

15| Food produced and consumed 4.501447118 | 0.7805485] -0.0009165 | -0.000242 0 0
on farms 2.558 13.617 -1.991 -2.364 0.9865] 778.637

16]Alcohol beverages purchased for 8.432669861 | 0.9907576] 0.00760356 | -0.000469 0 0
off-premise consumption 1.89 18.442 1.714 -0.573 0.9839] 650.865

17|Shoes -2.030890189] 0.8849396| 0.01005989 | 0.001007 0 0
-0.884 11.197 5.042 1.781 0.9878] 865.404




Table 2. PCE Model Coefficients (with corresponding t-statistics)

Iv

change in changein| lagged
lagged per capita |lagged per| relative relative
Eqgn intercept dependent PCE capita PCE| price price  |R-squared |F-value

18|Clothing & luggage -27.56525987 | 0.9386914| 0.04724968| 0.004923 0 0
-2.051 14.989 5.513 1.418 0.996] 2625.051

19 [Military clothing 0.592165344 | 0.766812 -3.72E-06| -3.03E-05 0 0
2.052 7.229| -1.80E-02 -1.716 0.7185 27.221

20|Gasoline & oil 21.99757699 | 1.0105687 | 0.02503072 | -0.001281 | -48.3427| -10.9281
2.453 24.572 4.703 -1.605 -3.971 -2.053 0.99] 592.411

21 [Fuel oil & coal 44.19687801 | 0.7975012 | 0.0180928 | -0.001852 | -15.1241] -10.1809
1.795 8.164 4.134 -1.736 -1.537 -2.494 0.9862] 430.323

22|Tobacco products 124.7230478 | 0.7151042 | 0.00347347 | -0.001267 -183.04] -55.0203
1.689 4.209 0.657 -1.809 -3.497 -1.361 0.9714] 203.585

23|Toilet articles & -0.876664776 | 0.7359864 | 0.00859361 | 0.002586 0 0
preparations -0.421 9.135 4.937 3.02 0.9951 | 2182.647

24|Semi-durable house -0.429708958 | 0.9210679 | 0.00800665 | 0.000434 0 0
furnishings -0.197 10.507 4.957 1.078 0.9789] 495.244

25|Cleaning & polishing preparations, 14.76823488 | 0.8051723| 0.00832595| 0.001165 0 0
& mist hh supplies and paper 2.563 10.232 1.995 1.695 0.9545] 223.512

26 |Stationery & writing supplies 20.02803626 0.68983 ] 0.00296569 | 0.000785| -38.8391] -16.6268
2.093 5.285 2.912 2.226 -4.225 -2.175 0.9881| 497.803

27|Drug preps & sundries -5.061206039] 0.8486983 | 0.0020434| 0.003289 0 0
-0.637 12.381 0.584 1.944 0.9963| 2844.121

28|Magazines & newspapers & sheet 20.10697233 | 0.9212841 | 0.00643461| 0.000827| -169.213| -26.8674
music 0.642 10.136 1.276 0.406 -4.231 -0.401 0.9012 54.758

29|Nondurable toys & sport supplies -9.58111687 | 1.1140654| 0.0073733] -0.000442 | -28.3447| 4.750178
-0.723 14.76 5.128 -0.456 -1.711 1.008 0.9979]| 2854.924

30| Flowers seeds & potted plants -3.265688273] 0.836491] 0.00347996 | 0.000673 0 0
-1.58 8.543 2.934 1.731 0.9846| 679.903

31 |Expenditures abroad 7.728292135| 0.8939302| 0.00060746 ] -0.000396| -20.7369] -0.71437
0.895 9.867 0.212 -0.977 -2.842 -0.074 0.9445| 102.168

32|Less: remittances in kind -0.233272949] 0.8075157 -0.0002| -3.22E-05 0 0
-0.604 7.707 -0.555 -1.015|" 0.7477 31.613

33]Owner occupied nonfarm dwellings -18.4312 0.7342 0.0131 0.0311 0 0
space rent -0.5917 7.5267 1.1884 2.6888 0.9931 | 1487.023

34|Tenant occupied nonfarm dwellings 51.9219 0.567 0.0156 0.0136 0 0
rent 0.9581 1.6799 2.7413 1.3846 0.9455] 179.3034




[44

Table 2. PCE Model Coefficients (with corresponding t-statistics)

change in change in| lagged
lagged per capita |lagged per| relative relative
Eqn intercept dependent PCE capita PCE| price price R-squared |F-value

35|Rental value of farm housing -3.075058442 | 1.0440527| 0.00049198 0.00017] -10.2296] -1.59999
-0.468 12.491 0.751 0.534 -2.437 -1.071 0.9964| 1649.732

36|Other housing 30.16236256| 0.6437707 | 0.00779096 | 0.003505| -76.7756| -57.7017
3. 164 5.373 4.99 2.805 -2.872 -2.911 0.9859 418.66

37 |Electricity 4.02178004 | 0.918343| 0.00714205| 0.001453 0 0
0.636 11.514 1.797 0.788 0.9946] 1962.522

38|Natural gas 35.17793689| 0.7846202 | 0.00364142 | -3.21E-05] 1.825955| -9.50096
3.844 11.252 1.15 -0.096 0.155 -2.248 0.8948 51.052

39|Telephone&telegraph -23.98676262| 1.0601487| 0.00448537 | 0.000627| -46.8722] 7.490352
-1.236 25.88 1.797 0.503 -3.108 1.318 0.9987| 4529.599

40|Water&sanitary services 1.7738 0.3899 0.0017 0.0045 0 0
0.3565 1.7149 1.1803 2.7912 0.9375] 155.0737

41 |Domestic services 50.39709854 | 0.7482592 | 0.00500697 | -0.000919 | -14.9465] -25.3079
2.822 9.118 3.296 -1.989 -1.118 -3.546 0.9941] 1012.106

42 |Other household operation 26.32904745| 0.727681| 0.0125075| 0.002797 -84.477| -38.0714
1.617 4.264 3.129 2.206 -2.332 -1.036 0.9673| 177.694

43 |Auto repair, rental & other 79.4767373] 0.6769278] 0.0445545| 0.012833| -69.6816] -171.095
1.633 4.668 6.797 2.356 -0.443 -1.954 0.9891 | 543.718

44|Bridge & road tolls 1.142103506 | 0.9047858| 0.00058075 | -3.02E-05 0 0
2.595 15.214 1.64 -0.92 0.9134] 112.459

45|Net auto insurance premiums 4.550558132 | 1.0269625| 0.00337303 | -0.000533 0 0
2.3 18.566 1.924 -1.557 0.9842 665.94

46|Mass transit systems 6.904058981 | 0.8830308 | 0.0003858 | -9.12E-05| -22.3492| -3.29916
1.478 15.232 0.592 -0.632 -6.449 -1.196 0.9923| 776.911

47|Taxicab 13.7742 0.729 0.0022 -0.0003 -8.4975 -7.1903
0.603 2.6735 2.1305 -0.5412 -0.6712 -0.379 0.6724] 11.9043

48|Intercity railways 1.307523547 | 0.7925395| 3.9156E-05] -0.000149 -6.2654 | 1.736944
1.23 9.954 0.11 -1.682 -1.97 1.645 0.9732| 217.823

49|Intercity buses 1.086383969 | 1.0209821 0 0] -15.3683] -1.70175
0.594 12.382 -2.674 -1.23 0.9493] 199.769

50]Airline 19.16364036 | 1.0443154 | 0.00900127 | -0.00076| -36.9361| -11.1673
2.187 12.467 4.337 -0.919 -4.453 -2.2 0.9928] 825.399

51 |Other transportation services -0.506542312] 0.848938| 0.00123325| 0.000333 -9.0193| -3.22966
-0.566 7.713 3.632 1.956 -3.527 -2.401 0.9896] 573.399
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Table 2. PCE Model Coefficients (with corresponding t-statistics)

change in change in]| lagged
lagged per capita |lagged per| relative relative
Egn intercept dependent PCE capita PCE| price price R-squared |F-value

52 |Physicians -14.03442139| 0.791911] 0.00967307| 0.008981 0 0
-1.157 8.954 1.028 2.39 0.9913| 1211.272

53| Dentists 12.56296075 | 0.7799664| 0.00784128 0.00301 | -141.009| -27.3329
1.233 5.719 2.879 1.38 -2.433 -1.005 0.9884| 512.969

54|O0ther professional medical 65.3093726| 0.9988075| 0.01860577 | 0.010421| -240.088| -222.532
2.089 25.127 2.925 2.384 -2.462 -2.337 0.9948| 1141.314

55|Hospitals & Nursing homes 20.78759] 0.937729 0.011082] 0.018024| -266.813 -223.72
0.738 21.962 1.029 2.594 -0.935 -2.699 0.9986| 175.2681

Cleaning, storage, & repair of clothing

56|& shoes 1.8264 0.9424 0.0065 -0.0001 0 0

0.1204 9.3531 4.3173 -0.1621 0.9515| 202.5202
Mist personal, clothing & jewelry

57|services -9.101208133] 0.672162| 0.00748425| 0.001535 0 0
-2.352 4.766 4.102 2.273 0.9758] 430.094

58|Barbershops, beauty, & health 40.52502961 | 0.8093954 | 0.00933814 | 0.000537 | -71.7242| -35.4994
2.527 10.785 3.657 1.204 -1.932 -2.065 0.8987 53.226

59|Health insurance 5.891828625 | 0.7769452 | 0.00558431 | 0.002815| -27.5207| -15.2093
2.41 8.908 2.457 2.603 -4.606 -2.883 0.9926| 805.386

60|Brokerage charges & 3.837342246 | 0.8265951 | 0.00788671 | 0.002869| -14.0227| -23.9712
investment counseling 0.328 6.62 1.187 2.334 -0.937 -1.728 0.9608]| 147.132

61 |Bank service charges 15.85973924 | 1.0996065| 0.00082411] -0.00069| -19.1032 -14.937
1.923 10.975 0.335 -0.752 -0.775 -2.654 0.9908| 647.796

62| Services furnished without payment 20.46466813 | 1.0182991 | 0.02146155] -0.00202 0 0
by financial intermediaries 1.338 11.76 1.875 -0.528 0.9882| 889.929

63| Expenseof handling life insurance -0.997416788 | 0.7535678 | -0.0092282 0.00419 0 0
-0.121 7.363 -1.228 2.29 0.9682| 324.399

64|Legal services 23.61133701 | 0.6251781 | 0.0059356| 0.002434| -92.4282| 3.309106
2.818 4.615 1.518 1.464 -1.807 0.172 0.9621 152.413

65|Funeral & burial expenses 19.77258229 | 0.6902426 | 0.00265773| -0.00024 | -%9.9285| -3.44018
2.39 6.258 3.362 -2.554 -4.623 -0.883 0.9691 187.926

66]Other personal business 21.45633174 | 0.8883785] 0.00467213 | 0.001124]| -65.1701| -33.0244
3.075 13.368 6.052 2.22 -3.138 -2.878 0.9945] 1075.511

67 |Repair of audio & video eqpt -1.143635698 | 0.9228922 | 0.00141543 | 0.000102 | -11.0975| 0.477366
-0.225 9.649 2.29 0.707 -2.072 0.29 0.9509| 116.172
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Table 2. PCE Model Coefficients (with corresponding t-statistics)

changein change in| lagged
lagged per capita |lagged per| relative relative
Eqn intercept dependent PCE capita PCE| price price  |R-squared |F-value

68 |Motion picture admissions 14.99069691 | 0.6289972 | -0.0014543 | -0.000455 0 0
3.076 6.384 -1.283 -2.438 0.9299| 141.442

69|Live entertainment excl. sports 0.183892514| 0.9616302] 0.00154097 | 0.000286| -18.8872| -3.13738
v.123 13.38 2.035 1.468 -2.333 -1.294 0.9856| 410.635

70|Spectator sports 5.944692177 | 0.8583291 | 0.00042772 | -2.64E-05| -3.29878| -3.13147
1.741 9.973 0.545 -0.26 -0.312 -1.112 0.9458| 104.611

71]|Clubs & fraternal organizations 15.42291685 | 0.8992262 -6.47E-07 | 0.000315| -42.9759| -15.0852
1.641 11.159| -1.00E-03 1.931 -3.314 -1.75 0.9894| 559.889

72]Commercial participant amusements | 5.361446897 | 1.0147802] 0.00264823 | 0.000272| -2.44101| -7.39964
0.237 13.3 1.316 0.355 -0.038 -0.313 0.9939]| 970.405

73] Pari-mutuel net receipts 2.428194668| 0.9235094 | 0.00057839 | -0.000184 | -12.5072| 1.118777
1.406 24.486 1.375 -5.218 -3.954 0.667 0.9721 | 209.286

74]Other recreation 33.16959623] 0.9502094 | 0.01271414 ] 0.001205] -88.6246| -33.3085
2.208 21.527 4.503 1.001 -1.898 -3.009 0.9987] 4663.279

75]Higher education 21.5723 0.7922 0.0024 0.0023| 114.6761 | -19.3651
1.1651 2.5916 1.2555 0.8837 2.1638 -0.7786 0.9508| 111.9822

76| Private lower education 12.04526626 | 0.9041854 | 0.00171505| 0.000143] -41.5907| -7.49022
3.265 12.284 1.349 0.495 -2.583 -1.471 0.9606 146.26

77| Other education & research -0.1457 0.7466 0.0069 0.0021| -18.7034| -12.9302
-0.008 2.3246 3.753 0.8555 -0.5707 -0.5145 0.972] 201.4424

78|Religious & welfare -13.07434988 | 0.977623] 0.02280565| 0.001827 0 0
-1.257 18.309 4.02 0.968 0.9956] 2434.807

79|Foreign travel by U.S. residents 86.07765334 | 0.3663459| 0.01365169| 0.007324| -105.422| -98.2379
3.385 2.229 2.383 3.655 -3.814 -3.857 0.9828] 342.098

80|Less: expenditures in U.S. by 308.5286131 | 0.5986434 | 0.00493658| -0.003654 -196.72| -355.309
foreigners 2.499 4.292 0.65 -2.44 -0.899 -2.272 0.9883] 505.219




A COMMODITY-SPECIFIC MODEL FOR PROJECTING IMPORT DEMAND
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Introduction

The purpose of developing an import model is to refine
the Bureau of Labor Statistics (BLS) projections
method in the area of imports. In previous projections,
imports had been treated in a manner analogous to
exports.! The drawback with this, however, is that the
commodity distribution of imports is not directly
influenced by the sectoral composition of demand. To
remedy this, we have developed a set of commodity-
specific import functions. Thisimport model is being
used for the first time in the Bureau’'s projections
System.”

The study described here is a model which estimates
import flows for 107 commodities.>  This model
operates as one of several sub-models within the BLS
employment projections model system.  The most
important element of this model is its commodity
detail. As will be apparent, import demands vary
considerably by commodity.

A Commaodity-Specific Import Model

Import demand basically depends on the consumer’s
income, the price of imports, and the price of the other
goods; in this case, the price of domestic goods,
because individuals allocate their income among
consumable commodities in an effort to achieve
maximum satisfaction.  This suggests that for an
economy we may write import demand as:

M = f(Yr Pma Py)
where
M: Import demand
Y Domestic income
Pa- Price levels of imports
P,: Price levels of domestic goods

In addition to income and price, the two key variables,
the Learner and Stem model suggested that other
possible explanatory variables should also be
considered. A complex demand phenomenon requires
more variables than the usua two. Five other variables
are described in the Learner and Stem model:*
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1. Lagged variable: It is particularly important in
measuring the influence of past changes in the
independent variables on the current behavior of
imports.

2. The capacity-utilization variable: An increase in
domestic demand may not be met immediately by price
increases. Rather, domestic producers may ration the
available supply by delaying deliveries. The consumer
may ook to foreign sources of supply to avoid the
delay in delivery and pay two prices for the goods he
desires during the waiting period. Capacity utilization
is a proxy to reflect the length of queues at home and
abroad.

3. The dollar’s exchange rate: It significantly affect the
prices of foreign goods transacted from other
currencies to the U.S. dollars.

4. Dummy variables for unusual periods: It alows for
the effects on imports of unusual occurrences such as a
strike, war, or natural disaster. Such variables would
assume a value of one for the duration of the unusual
period and zero otherwise.

5. Credit variable: It indicates the availability and
terms at which credit is provided for the financing of
imports. Such avariable is important in linking the
current and capital accounts of balance of payments.

The variables discussed above are in general the most
important ones, especialy for the manufacturing
industries, although the list is by no means all-
inclusive.  Many other explanatory variables will
suggest themselves in particular situations.

For empirical, data availability, and accommodating
reason, a commodity-specific import model is formed
using a log-linear least squares regression:

(1) logM; = ao + a1 logYy + a2 logM u-1 + aslogR, +
aJdogP; + D

where

M: The volume (value) of imports for that

commodity, 1992 dollars.



Tota supply (domestic output plus imports) of
that commodity, 1992 dollars.

Trade-weighted U.S. dollar’s exchange rate,
1990=100.

Relative price imports, 1992=100, defined as
the ratio of import price deflator for that
commodity to comparable domestic producer
price deflator for that commodity.

Dummy variable for the effects upon imports
of unusual occurrences such as a strike, war,
natural disaster, or oil price shock. One for
the duration of the unusual period and zero
otherwise.

and

( time period
ik ith commodity

It isimportant to note that in this model, total supply,
defined as domestic output plus imports, is chosen as a
proxy to reflect the economy-wide demand as well as to
test the sengitivity of import demand.

Estimation Procedure, Data Sour ces, and
Regression Results

The import model estimates the import trend by
commodity. The data used to implement this import
model are primarily developed by BLS, Office of
Employment Projections (OEP) commodity time-series
data base. The import and domestic output data are
estimated by OEP at 3-digit SIC level. The trade-
weighted U.S. dollar’s exchange rates are obtained
from the OEP's macro econometric model data base.
The domestic producer price index and import price
index are also developed from OEP’s data base and
BLS estimates.

The regression equation is estimated with ordinary
least squares. Several specifications of equation (1) are
estimated for each commodity. This is necessary to
ensure the estimation technique yields a reasonable
coefficient in terms of the sign and statistical
significance. The expected sign for the coefficient of
total supply (a)) and the coefficient of lagged
dependent variable (az) should be positive, and the
coefficient of exchange rate (as) should also hold a
positive sign. On the other ban* the price coefficient
(as) should have a negative sign. If the variable
coefficients show a wrong sign, the variable are
dropped from the estimated equation. For this reason,
eight specifications of equation(1) are used as:
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(1.1) logM; = 2 + a,logY; + azlogM i1 + azlogR, +
aJogP; + D

(1.2) logM; = a;logY; + a,l0gM -1 + aslogR,+ adogP;
+D

(1.3) logMi= a + a1logYy + a;10gM i1 + aslogR, + D
(1.4) logM;, = a;logYy + azlogM i + aslogR, + D
(1.5) logM;; = a, + a;logYy + axlogM a1 + azlogPy + D
(1.6) logM; = a;logY; + azlogM i1 + agogP; + D
(1.7) logM; = a, + a;logY; + a;logM 1 + D

(1.8) logM; = a;logYy + azlogM i1 + D

To choose among the 8 equations for each commodity,
the equations are estimated over the 1977-93 period.
of the 107 commodities, 2 commodities-wood
containers and miscellaneous wood products
(Commodity 14) and office and miscellaneous furniture
and fixtures (Commodity 17)-have data available only
in the period of 1978-1993 and 1983-1993
respectively; 4 commodities-oil and gas field services
(Commodity 7), construction (Commodity 9),
partitions and fixtures (Commodity 16), and metal
coating, engraving, and allied services (Commaodity
34)-show no import values in the input-output
accounts.

Table 1 shows the results that the explanatory variable
coefficients have the “correct” sign.  Historical
simulation is also tested to examine how closely each
simulated variable tracks its corresponding data series.
Other statistics such as R-squared, F-values, and t-
statistics are also shown in table 1.

The Projections of Commodity Trends and
Aggregate Trends

To solve the projections, the variables of exchange rate
can be produced by the OEP'S macro econometric
model, but the outputs and prices by commodity must
be extrapolated from the estimated historical series.
For this set of projections, due to time constraints, the
projected total supply for the import model is not
iteratively derived. Instead, the historical total supply
series is extrapolated and used as a proxy.

As mentioned earlier, this model deals with 107 goods.
However, the OEP projections system contains 185
commodities or industries. These include 107 goods,




72 services, and 6 specia industries. Outside of
agriculture, mining, and manufacturing, import entries
only exist in 21 services and 2 special industries. (See
Appendix.) Among the 21 services, aimost all of their
time-series data on imports are available only from
1986 to 1993. In order to project services of imports,
an dternative estimating method is used.

Import demand is initially projected by the macro
econometric model, which generates values for 8 major
end-use categories of imports-7 for goods and 1 for
services. The single column of services control is
allocated among commodities based on the estimates
for a most recent historical year distribution. Two
special industries--noncomparable imports® and scrap,
used and secondhand goods, are treated as dummy
commodities, and are projected based on their
historical trends of the commodity as a share of total
imports.

To make sure the goods estimates from the model are
consistent with the macro controls, the 107 estimates
plus the 2 special ones are then disaggregate into 7
columns based on the bridge table developed by OEP.

Footnotes

Obviously, summation differences are expected from
these two estimates. The differences are then carefully
examined and, generaly, scaling adjustments are
introduced in order to reproduce the macro model
control values. The macro model controls may
themselves be modified in response to the more finely
developed detail at the commodity level of the
projection.

Conclusion

Since the import model is being developed and used for
the first time in the projection system, extensive work
is needed to improve the model. This includes in
particular the generation of proxy variables. For
example, to avoid the technical simulation problem,
should the lagged total supply, rather than the current
value, be used as an explanatory variable in the model?
To operate this import model, the price equation is
essential, and a price model is also needed as a vehicle
to fit the import model. It is hoped that further work
with the model will truly improve the projections in the
area of imports.

' FOr exports, the projection processinvolvesallocating the projected
category control totals generated from the macro econometric mode! to
mesbued on patterns estimated for a recent historical year

ridge table.

! 1%.. system Waa devel oped by the office f Employment Projections,

Bureau Of Labor StatiStiCS These projections COVEr the future SiZ€ and

composition Of the labor force, agQregate economic growth, detailed

estimates of industrial production, and industrial and occupational
employment.

*See Table 1 for thelist of 107 commodities.

* Leamer, Edward E. and Stem, Robert M. Quantitative International
EECONOMICS (Boston, MA: Allyn and Bacon, InC. 1970).
° An import is noncomparable, if (1) there is no significant domestic
production, €.0)., COffee beans an( bananas; Of (2) the item iS purchased
and used outside the U. S., such as consular fees and communication
costs; or (3) the item is unique, such as antiques and art works.

Appendix: A List of Import-Related Services and Special Industries

1 Railroad transportation

2 Water transportation

3 Air transportation

4 Electric utilities

5 Gas utilities

6 Wholesale trade

7 Depository ingtitutions

8 Insurance carriers

9 Advertising
10 Personnel supply services
11 Computer and data processing services
12 Miscellaneous business services
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13 Miscellaneous repair services

14 Motion pictures

15 Producers, orchestras, and entertainers
16 Legal services

17 Educational services

18 Engineering and architectural services
19 Research and testing services

20 Management and public relations

21 Accounting, auditing, and other services
22 NoncomParable imports

23 Scrap, used and secondhand goods



Table 1 Import Estimating Equations

Model logM; = a, + a, logY + a,logM,,; +a; logR, +a,logP;

Totd Exchange  Reldtive
commodity Intercgpt  supply  Imports  Rate Price | R-squared F-valu
t t-1 t t
a0 a a2 a3 a4
1 Agricultural production -9.0528 0.7296 0.9391 0.1612 0.948 72.67¢
(-1.1572)  (1.0691) (9.3318)  (0.6992)
2 Agricultural services -5,6967 1,2825 0.1813 -1.1784 0.527 4.45¢
(-0.5895) (22181)  (0.6312) (-0.7009)
3 Forestry, fishing, hunting, and trapping -6,2719 0.9521 0.4489 0.3720 0.926 49.71:
(-2.3581) (2.6033) (2.3792)  (2.0725)
4 Meta mining 0.6211 0.3604 0.3010 45157 0.542 3.54¢
(22713)  (L7374)  (1.3159) (-1.3949)
5 Coal mining 4.3411 0.0066 1.0862 0.811 27.865
(4.0572) (0.0102) (5.4114)
6 Crude petroleum, natural gas, and gas liquids -3.4050 0.5782 0.6834 0.726 17.252
(-0.3320) (05294)  (2.4926)
7 Qil and gas field servicest . - . - -
8 Nonmetallic minerals, except fuels 0.6242 0.1398 0.007 0.048
(36852)  (0.5992)
9 Construction® - . -
10 Logging -3.3471 0.3076 0.5981 0.4266 0.495 3.919
(-0.3365) (0.3151) (2.5888)  (0.5849)
11 Sawmills and planing mills 0.4063 0.3252 0.3212 0.657 8.285
(20656)  (1.3331)  (2.1079)
12 Millwork, plywood, and structural members 2.3693 0.6628 0.1343 0.0613 -0.6799 0.708 6.676
(0.4613) (27133) (0.6267)  (0.2077)  (-1.2782)
13 Wood containers and misc. wood products 1.1650 0.5370 0.5640 -2.2485 | 0.965 83.698
(25649)  (2.%57) (3.0612)  (-2.8753)
14 Wood buildings and mobile homes 26119 06846 02855  -51375 | 0.609 4.289
(20702) (4.0242) (0.3607) (-2.0353)
15 Household furniture -3.8482 1.1567 0.7504 0.1349 -1.3834 0.991 312.830
(-05482) (25740) (5.4403) (0.2316)  (-1.4400)
16 Partitions and fixtures* . . ) .
17 Office and misc. furniture and fixtures -9.6217 1.5587 0.0876 0.3462 0.973 146.717
(4.3477) (46627) (05104)  (2.1157)
18 Glass and glass products -13.3584 1.1195 0.8768 0.7029 0.974 151.656
(-2.5849) (2.3493) (12.8754)  (3.3986)
19 Hydraulic cement 10689 07570 03280  -2.0098 | 0.727 7.992
(2.0383) (4.3747) (0.5816)  (-2.1509)
20 Stone, clay, and misc. mineral products -6.86% 0.6789 0.8485 0.2990 0.820 18.232
(-1.2759) (15338) (6.3858)  (0.9741)
21 concrete, gypsum, and plaster products 0.2065 0.6662 0.0654 -0.16% 0.605 4.604
(03726) (3.3930)  (0.0980)  (-0.2738)
22 Blast furnaces and basic Steel products 0.3392 0.2319 0.7245 0.294 1.807
(35518)  (1.3684)  (2.9408)
23 Iron and sted foundries 0.1403 0.7534 0.127 1.017
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Table 1 Import Estimating Equations-Continued

Model logM, = ay + a; logYy, + a; logM,,; +a; logR, +a, logP,,

) Total Exchange Relative
commodity - Intercept ~ supply  Imports Rate Price |R-squared F-value
t t-1 t t
a0 al a2 a3 !
(1.1847)  (3.6956)
24 Primary nonferrous SMelting and refining 2.2853 0.4646 0.1862 0.281 2.542
(0.8086)  (1.8874)  (0.8308)
25 All other primary metals 0.1187 0.7863 0.560 8912
(1.2640)  (4.9509)
26 Nonferrous rolling and drawing 14.5343 0.8943 0.3083 0.2134 -4.1948 0.921 31.88:
(1.0266) (1.3661)  (1.1983) (0.5678)  (-2.3309)
27 Nonferrous foundries 0.6249 0.6697 -0.8910 0.903 24.871
(0.9625)  (4.3500) (-0.7827)
28 Meta cans and shipping containers 0.1399 0.7378 0.521 7.623
(15176)  (4.1139)
29 Cutlery, hand tools, and hardware 0.5157 0.9555 0.3989 -1.4183 0.950 57.512
(14958) (12.5068)  (1.9461)  (-1.7350)
30 Plumbing and nonelectric heating equipment -7.7613 1.1452 0.4377 0.2465 0.317 1.857
(- 0.6403) (0.8289)  (1.8300)  (0.3598)
31 Fabricated structural metal products 00728 06433 03158 0.437 3.362
(0.3014) (3.3491)  (0.6994)
32 Screw machine products, bolts, rivets, etc. -3.9256 1.1088 0.6117 0.0561 -0.8132 0.907 26.978
(0.7919) (25354) (3.0441)  (0.1435)  (-1.1857)
33 Metal forgings and stampings -0.9746 0.0441 0.9375 0.2136 0.893 33.47a
(-0.1894) (0.0970)  (9.2229) (0.6700)
34 Metal coating, engraving, and allied services . - . - -
35 Ordnance and ammunition -4.6761 0.5197 0.8484 0.2181 0.969 125.491
(-2.6601) (21725)  (7.7856) (0.7673)
36 Miscellaneous fabricated metal products -15.0183 1.6480 0.5576 0.3195 0.830 19.559
(-2.2485)  (27798)  (5.5819) (1.5828)
37 Engines and turbines -11.9449  0.9500 1.0052 0.5255 0.858 24.163
(-1.7248) (2.1167) (6.7601)  (1.1870)
38 Farm and garden machinery and equipment 7.5676 0.0408 0.4387 -0.7514 0.595 5.877
(15010) (0.1729) (1.8162) (-1.5101)
39 Congtruction and related machinery 0.0527 0.9082 0.3393 -0.2953 0.784 10.867
(0.1404) (4.1227) (0.6815) (-0.3678)
40 Metalworking machinery and equipment -6.8838 0.6218 0.7389 0.5672 0.851 22.88a
(-17729) (22121) (8.2347) (2.3654)
41 Specid industry machinery -9.5336 1.0477 0.4772 0.7386 0.901 36.565
(-3.4320) (4.0387)  (4.5002) (4.3969)
42 Genera industrial machinery and equipment -5.7185 0.8954 0.7436 0.0998 -0.4108 0.945 47.007
(-0.4564)  (1.5444)  (9.3778) (0.0850) (4.3174)
43 Computer and office equipment -6.8881 13111 02165  0.03% 0998 1651783
(4.7845) (46571) (1.3141)  (0.1817)
44 Refrigeration and service industry machinery -27,.4561 2.5939 0.5553 0.9291 0.958 91.044
(4.8575) (4.6833) (55309)  (2.7869)
45 Industrial machinery, nec -27.8624 3.2080 0.4470 -0.1352 0.933 55.680
(-3.0330) (3.6866)  (3.4299) (-0.2%7)
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Table 1 Import Estimating Equations-Continued

Model logMy = 2o+ a; logYy + a; logM,,; +a, logR, +a, logP,

Total Exchange Relative
commodity Intercept  supply  Imports  Rate Price | R-squared F-valu
t t-1 t t
a0 al a2 a3 a4
46 Electric distribution equipment 0.1463 0.7970 0.0176 0.555 5.40!
(03174)  (35975)  (0.0247)
47 Electrical industrial apparatus 0.1909 0.8991 0.0208 -0.2555 0.860 18.38
(05070)  (4.2866)  (0.0596)  (-0.3150)
48 Household appliances -10.8493 1.0676 0.7264 0.5338 0.928 51.94¢
(-2.0432) (1.6803) (3.99%)  (2.3079)
49 Electric lighting and wiring equipment -12.9278 1.8406 0.4847 0.1116 -0.3905 0.967 81.47¢
(-14091) (32718) (3.4233)  (0.0915)  (-0.37%)
50 Household audio and video equipment -4.5989 1.0164 0.3150 0.1983 0.986  272.001
(-5.0848) (50819) (2.1930)  (1.1948)
51 communications equipment -8.9115 1.3557 0.3061 0.1358 0.%7  118.9%
(-2.6053) (3.3605) (1.6960)  (0.4859)
52 Electronic components and accessories 0.8949 0.3222 0.0388 -0.7747 0.994 487.934
(5.7875) (29511)  (0.4589)  (-4.6320)
53 Miscellaneous electrical equipment -5.0043 0.5630 0.6524 0.4934 0.977 168.485
(-1.9908) (1.7244)  (4.3410)  (2.6634)
54 Motor vehicles and equipment 0.3419 0.9276 0.0708 -0.8376 0.954 61.758
(2.4934) (7.6726) (05783) (-2.1803)
55 Aerospace 153566  1.6244 0.4453 0.3172 0972 141.202
(-38324) (47193) (4.7387)  (1L.2013)
56 Ship and boat building and repairing 0.1465 0.7795 0.402 4.699
(1.0299)  (3.4388)
57 Railroad equipment 0.2573 0.5535 0.1223 0.371 2.56(1
(13501)  (3.2887)  (0.3516)
58 Miscellaneous transportation equipment 1.3331 0.2160 0.6764 0.0912 -0.2987 0.562 3.536
(0.2948)  (04917) (27254)  (0.2536)  (4).7855)
59 Search and navigation equipment -6.9627 1.3n3 0.4415 -0.8263 0.864 25.414
(-15993) (1.8871)  (1.6097) (-1.0881)
60 Measuring and controlling devices 114412 14547 0.4011 03019  -00237 | 0991  287.608
(-1.8801) (4.3689)  (3.6610)  (0.6940)  (-00529)
61 Medical equipment, instruments, and supplies | 238178 05699  0.7371 01508  -6.1423 | 0995  508.218
(1.9989)  (2.1495)  (4.9998)  (0.9824)  (-2.2683)
62 Ophthamic goods 07246 05776 02694  -08982 | 0980  150.288
(39766) (5.6330) (3.4%1) (4.8591)
63 Photographic equipment and supplies -17.0319 1.95% 0.4153 0.4859 0.964  108.667
(-3.0686) (3.1522) (2.4916)  (2.3885)
64 Watches, clocks, and parts -6.9177 0.6490 0.9509 0.4353 0.918 45.027
(-1.9585)  (2.4099) (10.3815)  (1.5954)
65 Jewelry, silverware, and plated ware 0.5229 0.5395 0.0082 0219 | 0.759 9.453
(11977)  (2.0055)  (0.0244)  (4).4783)
66 Toys and sporting goods -3.5574 1.2601 0.4486 0.1925 10711 | 0.994  452.086
(-1.1998) (6.1905)  (5.2754)  (0.8208)  (-2.3463)
67 Manufactured products, nec 0.3066 1.0124 0.1462 -0.8380 0.962 75.385
(05364) (105947) (0.7091)  (-0.8498)
68 Meat products 0.1238 0.7905 0,2087 -0.1471 0.850 17.049
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Table 1 Import Estimating Equations-Continued

Model logM,, = ay + a; logYy, + a, logM,,; +a; logR, +a, logP;

. Totd Exchange  Relative
commodity Intercept  supply Imports Rate Price | R-squared F-valu
t t-1 t t
a0 al a2 a3 ad
(06194) (413500  (1.9326) (-0.8492)
69 Dairy products -4.5460 0.7%3 0.3655 0.3813 -0.3745 0.782 9.86:
(-0.5574)  (0.9043)  (1.2110)  (0.9228)  (-0.9406)
70 Preserved fruits and vegetables -9.1740 1.2665 0.3476 0.8459 -06821 | 0.962 70.00(
(-14554) (27194) (2.6246)  (3.6597)  (-1.6346)
71 Grain mill products and fats and oils 0.0219 0.9534 0.0269 0.859 26.30"
(0.0918)  (45897)  (0.0904)
72 Bakery products -11.6847  1.1452 0.9520 0.0419 0.901 36.36:
(-0.4166) (0.4064)  (7.3062)  (0.0685)
73 Sugar and confectionery products -11.5713 1.6290 0.0090 0.6001 0.424 2.942
(-1.6349) (2.4151)  (0.0335)  (1.9813)
74 Beverages 0.3792 0.2151 0.5859 0.651 8.069
(33738) (11990)  (3.6716)
75 Miscellaneous food and kindred products -1.9838 0.3115 0.7397 0.1885 0.940 62.198
(41.8974) (1.1563) (5.6705)  (1.8660)
76 Tobacco products 1.2300 0.2087 0.6575 41971 0.355 2.202
(0.2189)  (0.3754)  (2.0947) (-0.4626)
77 Weaving, finishing, yarn, and thread mills -19.1748 1.9686 0.7260 0.4285 4)3081 | 0.919 31.164
(-16621) (27358) (5.9931)  (0.6667)  (-0.2383)
78 Knitting mills -2.6714 0.7553 0.9607 0.1955 -1.0833 0.%2 70.319
(4).2191) (106500 (85759)  (0.2154)  (4).5614)
79 Carpets and rugs 4.5472 0.6591 0.6739 0.1035 0.940 62.959
(-1.3948) (19822) (6.9830)  (0.3968)
80 Miscellaneous textile goods 0.5539 0.4770 0.0475 -0.3992 | 0.644 5.419
(2.3052) (2.0938)  (0.2770)  (-1.3231)
81 Apparel -16.6047 1.6921 0.5980 0.3230 0992  476.580
(-55881) (53871) (7.8705)  (3.1624)
82 Miscellaneous fabricated textile products 61.9525  0.5570 0.8727 0.6768  -15.1106 | 0.994  427.575
(0.8302) (15393) (7.7536)  (4.2712)  (-0.9383)
83 Pulp, paper, and paperboard mills 0.6955 0.4751 0.1501 -0.7702 0.937 44,539
(29328) (2.6844)  (1.2311)  (-2.3692)
84 Paperboard containers and boxes 9.1072 0.8868 0.6521 02580  -37912 | 0.902 25.442
(0.2648)  (04171) (3.1772)  (0.2965)  (-1.1155)
85 Converted paper products except containers 0.1874 0.8814 02005  -04369 | 0.970 %.628
(0.6560) (9.2582)  (1.0342)  (4).7882)
86 Newspapers -39.8313  4.7893 0.2397 0.8413 08787 | 0.867 17.851
(-3.2656) (26207) (1.0752)  (1.1263)  (-1.0345)
87 Periodicals -1.4988 0.9598 0.2698 ©0.8114 | 0604 6.0%
(-0.2866) ( 1.3880)  (0.9608) (-1.7091)
88 Books 0.2615 0.7326 0.2783 -0.4336 0.937 44.883
(13370) (5.6987)  (1.6018) (-1.7587)
89 Miscellaneous publishing 0.1285 0.9470 0.717 35.446
(0.2675) (5.9536)
90 Commercial printing and business forms 104999  1.4904 0.3498 02784 | 0%2 102577
(-2.9846) (3.0460)  (1.6887) (4).9845)
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Table 1 Import Estimating Equations-Continued

Model logM; = a9+ a; logYy + a; logM,, +a; logR, +a, logP;

Totd Exchange Relative
Commodity Intercept  supply Imports Rate Price  |R-squared F-value
t t-1 t t
a0 a a2 a3 a4
91 Greeting cards -5.9901 1.2408 0.4886 -0.4455 0.973 142.406
(-2.4183) (27664) (25708) (-1.4010)
92 Bankbooks and bookbinding -5.3930 0.8713 0.7263 0.6049 -0.7143 0.901 25.045
(-0.8834) (1.3436) (4.1561)  (2.0682) (-1.1145)
93 Service industries for the printing trade -21.6951 2.6650 0.3303 0.1663 0.871 26.956
(4.3087) (54191) (22517) (0.3144)
94 Industrial chemicals -5.0303 0.4952 0.8357 0.1869 0.924 48.583
(-1.6473) (22076) (10.4551)  (1.0002)
95 Plagtics materials and synthetics 0.6468 0.9764 0.6278 -2.1135 0.952 59.378
(1.02%) (7.9186) (1.8224) (-1.3952)
96 Drugs -4.3556 1.1219 0.1345 0.0084 0.981 205.662
(-2.6452) (3.8078) (0.6278)  (0.0825)
97 Soap, cleaners, and toilet goods -5.4589 1.0324 0.4847 0.2799 -0.6399 0.973 100.186
(41.6103) (15036) (27271)  (0.8610) (-1.7682)
98 Paints and alied products 0.9940 0.6176 0.8637 -2.4360 0.970 %.608
(19%34) (4.5867) (2.1094) (-2.8015)
99 Agricultural chemicals 26.4461 0.6687 0.5897 0.4426 -6.9582 0.791 10.413
(11951) (1.3105) (3.1436) (1.6628) (-1.6547)
100 Miscellaneous chemical products -8.3497 1.0802 0.6091 0.1110 0.968 120.532
(-3.3633) (3.7806) (5.3724)  (0.6572)
101 Petroleum refining 0.3660 0.8311 0.6339  -1.2306 | 0.877 21.348
(1.2227)  (44903)  (3.2953) (-2.5403)
102 Miscellaneous petroleum and coal products -4.6981 0.4588 0.5573 0.6027 0.631 6.846
(-0.6588) (0.6865)  (2.4221)  (1.4294)
103 Tires and inner tubes -0.7984 0.8300 0.7545 0.3591 -1.5003 0.939 42.347
(-0.1001) (24772) (5.8616)  (1.4628)  (-1.0405)
104 Rubber products, plastic hose and footwear 0.7227 0.1267 0.642 12.549
(13.7840)  (0.5478)
105 Miscellaneous plastics products, nec -7.0911 1.0073 0.3704 0.3335 -0.0883 0.993 377.167
(-3.7556) (4.7715)  (3.6583)  (15176) (4.1594)
106 Footwear, except rubber and plastic -7.3359 1.5880 0.6239 0.0637 -0.9947 0.994  464.276
(-1.8463) (4.7381)  (6.8610)  (0.3079) (-1.7645)
107 Luggage, handbags, and leather products, nec -11.5455 1.2226 0.8745 0.6000 -0.2837 0.964 73.105
(-3.0636) (3.6852) (14.0027)  (3.3405) (-0.5701)
Notes
* Noimport values.

nec = not elsewhere classified.

There are 56 of the 103 estimating equations with R-squared over .900, and 11 equations have R-squared under .500.

t-statistics, at the .10 probability level with 16 degrees of- the critical t value is 1.75.
F distribution, at the .001 probability level with 4 and 11 degrees of freedom, F valueis 10.35.
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A MODEL OF NEW NONRESIDENTIAL EQUIPMENT INVESTMENT

Jay M. Berman
Bureau of Labor Statistics, Washington, D.C. 20212

Overview

Theoveral steps taken to estimate new nonresidential

business investment, by type were:

(1) A model was derived to estimate total capital
stocks on hand, by industry. The model was used
to estimate the demand for capital for 53 industries.
See Appendix A.

(2) Along with developed annual rates of efficiency
loss, the implied new investment, by industry was
determined.

(3) Developed investment flows tables to trandate the
new investment, by industry estimates to new
investment, by type of asset. The investment flows
table estimated the investment demand for 22 types
of nonresidential new equipment. See Appendix B.

L Capital Stocks, by industry Model

CES production function

The demand for capital was estimated using the first
order conditions of a CES (constant elasticity of
substitution) production function modified to include a
time variable. The time variable is meant to capture
disembodied technical change or shifts in the
production arising from long term increased
efficiencies in the use of inputs.

Thebasic form
The basic linearly homogeneous production function is;

Equation 1: Y = f(t,L,K)
where:;

Y output

L labor

K capita

t time

Model assumptions
The model assumes perfect competition and profit
maximization so that:
both factors are indispensable in the production of
output,

f0K)=A0L)=0
both marginal products are nonnegative,

MP, = 6fl6L => O, MP= gfldK => O
and the marginal products are equal to the real factor
prices,

ofioL. = wip, 0floK =r/p
where w, r, and p are the nominal price of labor,
capital, and output.

The functional form
Thefictiona form of the capital demand model is:
Equation 2:

Y = Ae™[or? -k’

where
Y output
K capital
L labor
A the efficiency parameter: indicates the

state of technology, A>0

5 the distribution parameter: indicates
the relative factor shares in the
product, 0<<1

B the substitution parameter:
determines the value of the (constant)
elasticity of substitution, -1 <p=0

m the rate of growth of disembodied
technical change
t time (measured as the year)

The derivation of the capital demand model

Estimating the CES and using the conditions of profit
maximization, the marginal product of capital can be

written:
1+8
XK K
where
A— (1 5)
Aﬂ

and

g=-fm.

Assuming perfect competition and profit maximization,
the marginal product can be set to equal the real rental
cost of capital:
Y W
Aef — ==
(K p
where
K producers capital stocks
Y industry output



c rental cost of capital
P output price

Solving for capital productivity

%=( , )M(pJ(ﬂn)

taking the logs

. AP N__B 1 (¢
m(Y)-m(K)--IBHIn(A) ,6+1t76-(-1-11n[pJ
then solving for capital o
in(K) =* In(A )+_,B__Tt+ in(Y)- —ﬂ—+—lln( J

results in the final basic form of the equation.

The estimated form of the demand for capital equation,
derived from the first order conditions under the
assumptions of perfect competition is:

In(K) =ay +a,t+a,lnY +a31n(£)
P

Equation 3:
where:
K capital stocks
c rental cost of capital
Y lagged industry output
P output price
t timein years
ay; coefficients

Note on varigbles:

Industry output. Because industry output is determined
iteratively from the input-output system and the
projections for final demand, it was necessary to relax
the model assumption of instantaneous capital stock
adjustment (this year's capital stocks are based on this
year's output). Therefore, the adjustment to capital
stocks was assumed to be a function of last year's
output.

Rental cost of capital. Definition - estimated current
dollar rent on one dollar’ s worth of constant (1987)
dollar stock. The commercial prime rate, derived from
the macro model, was used as a proxy to extrapolate the
historical cost of capital series.

Industry prices. The forecast of industry prices was
derived by extrapolating the industry price index as a
function of the GDP price index, which is solved for by
the macro model.

Capital stocks, rental cost of capital, and gross new
investment. Historical data was derived from the
BLS/Office of Productivity and Technology’s capital
input data that is used as a part of their of productivity
measurements.

o4

[1. New Investment, by | ndustry

After the demand for capital stocks was estimated, new
investment by industry was derived by subtracting the
current year's demand for capital from the demand
level from the previous year adjusted for loss of
efficiency.

Equation 4: I,7K,-&,

where:
| gross new investment by industry
) annua rate of efficiency loss

The historical annual rate of efficiency loss by industry
was derived by rearranging the investment function.

Kol
K

A linear extrapolation of the historical annua rate of

efficiency loss was then used in the projected period.

Equation 5:

I11. Investment Flows Tables and National Income
and Product Accounts

Investment flows tables, which were developed for the
years 1977 through 1994, translates new investment or
final demand by 53 industries to 22 types of
nonresidential new equipment (NIPAs). Examining the
table's rows illustrates the dominate assets that each
industry demands. Examining the table’s columns
illustrates the dominate industries that demand each
asset type.

Because the sale of scrap is omitted from the new
investment by industry series, there remains a small
difference between that series and the NIPAs. To
account for this, a scalar series was added to the table
and used to derive annual adjusted coefficient tables,
whose asset totals equaled the NIPA contrals.

The scalar coefficients were computed by taking the
difference between the investment by type total,
implied by the gross new investment by industry series,
and the NIPA totals for each asset type and then
dividing that by the sum of the differences between the
gross investment series and the NIPAs for all assets.

>L -N;
e - (’ﬁ_z—N
where:
| gross new investment by industry
N new nonessential equipment by type
of asset

industry (1-53)
asset types (1-22)




The projected gross investment by industry series was
then transposed against the 1994 investment
coefficients table to derive the initial projected NIPA
controls.

V. Problems

(1) The historical data obtained from the Office of
Productivity and Technology is in 1987 constant, fixed
weighted, dollars. Furthermore, the data will not be
converted to 1992 constant, chain weighted, dollars
until the end of 1997. Therefore, instead of rebasing
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the entire historical data base, the final new investment
by industry estimates were rebased before being
trandated, via the flows table, to new investment by
type of asset. The rebasing ratio formulais as follows:

1992: K,1992 $

2006 C, 1992$=
s (1992:

*2006: C 1987
C,1987$§ (19878

(2) Due to time constraints, the lagged projected
industry outputs for the capital stocks model was
not iteratively derived.  Instead, the historical
industry output series in 1987 dollars was
extrapolated and used as a proxy.



Appendix A: Industry Codes (1987 SIC codes in parentheses)

O OO0 N T NN WN —

el
o
1 1 -
1 1

12 -
13 --
14 -

15 --
16 --
17 --
18 --

20 --
21 --
22 --
23 --
24 --
25 --
26 --
27 --

Agricultura services, forestry, and fisheries

Metal mining (10)

Coal mining (1 1,12)

Oil and gas extraction (13)

Nonmetallic minerals, except fuels (14)

Construction (15,16,17)

Lumber and wood products (24)

Furniture and fixtures (25)

Stone, clay, and glass products (32)

Primary Metal Industries (33)

Fabricated metal products (34)

Industrial machinery and equipment (35)

Electronic and other electric equipment (36)

Transportation equipment, including motor
vehicles (37)

Instruments and related products (38)

Miscellaneous manufacturing industries (39)

Food and kindred products (20)

Tobacco manufactures (21)

Textile mill products (22)

Apparel and other textile products (23)

Paper and alied products (26)

Printing and publishing (27)

Chemicals and allied products (28)

Petroleum and coal products (29)

Rubber and miscellaneous products (30)

Leather and leather products (31)

Railroad transportation (40)

28 --
29 --
30 --
31 --
32 -
33 --
34 -
35 --
36 --
37 -
38 --
39 --
40 --
4 --
42 -
43 --
44 --
45 --
46 --
47 --
48 --
49 --
50 --
51 -
52 -

Local and interurban passenger transit (41)
Trucking and warehousing (42)

Water transportation (44)
Transportation by air (45)

Pipelines, except natural gas (46)
Transportation services (47)
Communications (48)

Utilities (49)

Wholes trade (50,5 1)

Retail trade (52 - 59)

Depository ingtitutions (60)

Non depository ingtitutions (61, 67)
Security and commodity brokers (62)
Insurance carriers, agents, brokers, and service
Red estate (65,66)

Hotels and other lodging places (70)
Personal services (72)

Business services (73)

Auto repair, services, and parking (75)
Miscellaneous repair services (76)
Motion pictures (78)

Amusement and recreation services (79)
Health services (80)

Lega services (81)

Educational services (82)

53 -- Social services, museums, etc. (83,84,86,87,89)

©C OO ~NOO TN WN -

10--
11 --
12--

Appendix B: Final Demand Sectors

Furniture and fixtures

Fabricated meta products

Engines and turbines

Tractors

Agricultural machinery, except tractors
Construction machinery, except tractors
Mining and oilfield machinery
Metalworking machinery

Special industry machinery, n.e.c

General industrial, including materials handling,

Office, computing, and accounting machinery
Service industry machinery
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13 --

14--
15--
16--
17--
18--
19--
20--
21 --

22--

Electrical transmission, distribution, and
industrial apparatus
Communication equipment
Electrical equipment, n.e.c.
Trucks, buses, and truck trailers
Autos

Aircraft

Ships and boats

Railroad equipment

Instruments; photocopy and related
equipment

Other nonresidential equipment




LS

[nvestment model regression results for capital stocks.

Output is lagged one year.

Industry

1 Farms
2 Metal Mining
3 Coal mining
4 Oil and Gas Extraction
5 Nonmetallic Minerals, except fuels
6 Construction
7 Lumber and wood products
8 Furniture and fixtures
9 Stone, day, and glass products
10 Primary metal industries
11 Fabricated Metal Products
12 Industrial machinery and equipment
13 Electronic and other electrical equip
14 Transportation equipment, inc. motor
15 Instruments and related products
16 Misc. manufacturing industries
17 Food and kindered products
18 Tobacco manufactures
19 Textile mill products
20 Apparel and other textite products
21 Paper and allied products
22 Printing and publishing
23 Chemicals and allied products
24 Petroleum and coal products
25 Rubber and misc. plastics products
26 Leather and leather products
27 Railroad transportation
28 Local and interurban passenger tran
29 Trucking and warehousing
30 Water transportation
31 Transportation by air
32 Pipelines, exe. natural gas
33 Transportation services
34 Communications
35 Utilities
36 Wholesale trade
37 Retail trade
38 Depository institutions
39 Non depository institutions
40 Security and commodity brokers

Intercept

-99.465
-50.347
-75.691
-115.123
-63.269
2.328
-35.375
-99.244
-37.442
-48.070
-90.964
-93.344
-265.223
-77.185
-218.173
-57.326
-88.940
-83.317
-20.987
-102.014
-115.206
-37.950
-114.765
-137.163
-113.104
-4.345
10.506
22.409
-82.506
-13.270
-79.466
120.796
-102.245
-80.777
-129.979
-198.700
-250.346
-428.910
-127.820
-119.303

Year

0.054
0.032
0.046
0.063
0.040
-0.003
0.022
0.059
0.020
0.028
0.052
0.054
0.148
0.042
0.118
0.034
0.064
0.050
0.019
0.055
0.066
0.021
0.066
0.084
0.063
0.004
0.000
-0.003
0.048
0.012
0.042
-0.071
0.058
0.042
0.071
0.114
0.147
0.237
0.066
0.058

d

0.268
-0.531
-0.679

0.108
-0.693

1.119

0.054
-0.906

0.682

0.297
-0.116
-0.191
-1.485

0.421
-0.603
-0.213
-2.128
-0.802
-0.556

0.067
-0.460

0.463
-0.430
-1.664
-0.144

0.406
-0.034
-0.851
-0.160
-0.034

0.613

2.931
-0.308

0.726

0.037
-1.218
-2.196
-2.518

0.796

1.083

Cap cost

0.299
-0.563
-0.185

0.147
-0.067
-0.522
-0.077

0.069
-0.033
-0.105

0.059
-0.013

0.567

0.069

0.226
-0.027

0.105
-0.110
-0.134
-1.189

0.298
-0.494

0.121

0.167
-0.140

0.126
-0.372
-0.293

0.004
-0.301
-0.271
-1.343

0.178

0.007

0.315
-0.753

1.001
-1.237
-0.183

0.055

T intercep

-16.263
-9.766
-2.54
-15.346
-13.66
0.413
-3.199
-8.616
-5.839
-11.189
-20.708
-3.838
-7.859
-16.343
-6.006
-12.332
-7.281
-13.255
-4.388
-5.162
-12.651
-2.768
-24.537
-9.922
-17.423
-0.501
1.145
4.974
-2.895
-2.898
-5.794
6.143
-5.347
-3.458
-24.79
-2.278
-7.032
-4.45
-2.148
-1.532

T year

13.065
11.439
2.528
16.36
13.294
-0.699
3.079
8.48
5.083
12.393
18.171
3.876
7.677
14.349
5.79
11.985
7.359
21.152
6.2
4.465
11.829
2.518
24.011
9.767
16.926
1.054
0.042
-1.6
2.837
4418
5.547
-6.321
5.576
3.238
22.901
2.248
6.669
4.367
2.088
1.45

T indout

1.19
-3.329
-1.038

0.497
-3.644
3.652
0.175
-3.995
3.233
2.984
-0.893
-0.671
-3.789
3.936
-1.633
-1.756
-5.33
-2.155
-3.761
0.133
-2.549
1.689
-6.162
-5.559
-1.814

2.18
-0.116
-3.383
-0.369
-0.256

4.866
8.643
-1.899
3.385

0.39
-1.179
-3.365

-2.59
2.627
4.487

T kdivp

3.167
-7.332
-1.416

1.473
-0.823
-4.792
-0.627

0.598
-0.521
-2.612

0.655
-0.108

2.76
1.49

1.244
-0.356

1.589
-1.007
-1.483
-4.429

4.136

-5.07

2.543

2.078
-2.601

1.204

-4.42
-1.393

0.04
-2.902
-3.095
-8.247

2.595

0.087

4.403
-1.517

2.892
-3.051
-0.461

0.107

R2

0.976
0.880
0.723
0.939
0.922
0.708
0.803
0.933
0.894
0.945
0.980
0.939
0.947
0.986
0.975
0.947
0.938
0.941

0.594
0.833
0.984
0.983
0.992
0.915
0.994
0.556
0.744
0.338
0.936
0.504
0.969
0.807
0.925
0.991
0.990
0.953
0.941

0.966
0.944
0.839

F

“436.237
78.350
27.785

164.639
125.963
25.801
43.598
148.579
89.971
183.879
512.726
164.731
191.373
738.702
421.605
191.762
162.226
169.869
15.597
53.299
634.848
596.887
1399.503
115.217

1710.162
13.362
30.996

5.444
156.644
10.846
334.457
44.647
131.533
1221.363
1011.381
217.685
170.683
301.465
178.907
55.618
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8s

Investment model regression results for capital stocks.
Output is lagged ona year.

41 Insurance carriers, agents, brokers -349.013 0.208 -4.601 -1.342 -1.851 1.883 -1.709 -3.231 0.797 41918 = 41
42 Real estate -287.113 0.165 -2.246 0.605 -7.402 7.137 -4.055 2.214 0.957 237.773 42
43 Hotels -73.809 0.034 1.356 -0.338 -3.884 3.158 5.458 -2.027 0.988 907.911 43
44 Personal services -87.069 0.041 1.367 -0.178 -4.872 3.979 3.737 -0.705 0.968 325.846 44
45 Business services -276.246 0.146 -0.226 0.019 -10.632 10.928 -2.039 0.059 0.986 747.587 45
46 Auto repair, services, and parking -185.185 0.095 0.623 0.757 -10.368 9.461 2.951 4.579 0.985 682.146 46
47 Misc. repair services -132.637 0.069 0.378 0.144 -16.474 14.123 1.778 1.276 0.969 331.141 47
48 Motion pictures -179.053 0.091 0.636 0.223 -12.022 11.526 5.002 1.23 0.986 775.229 48
49 Amusement and recreation services 23.908 -0.015 1.488 -0.750 1.017 -1.15 4.83 -10.98 0.956 230.079 49
50 Health services -338.024 0.187 -1.782 0.234 -5.716 5.633 -3.276 0.563 0.971 355.248 50
51 Legal services 110.388 -0.070 3.260 -0.254 0.599 -0.678 1.613 -0.365 0.699 24,752 51
52 Educational services -302.697 0.163 -1.356 1,615 -5.924 5.72 -2.363 7.142 0.750 31.909 52
53 Social services, museums, mem. org -513.017 0.278 -2.448 1.426 -8.689 8.547 -4.763 4.108 0.936 155.529 53
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Global Forecasting and Foresight

Chair: Kenneth W. Hunter
World Future Society

Professional futures researchers are currently initiating an examination of the theories, methods and practices that
comprise the foundation of global futures research, education, and policy advising. Forecasting and defining
policy and planning assumptions for several decades ahead is a critical component of futures research. In
addition, new initiatives for collaborative futures programs in major policy areas and for international and
domestic regions are driving the need to strengthen the core capacity for integrating knowledge and models,
baselines and assumptions, research agendas, and collaborative research support systems. This panel will discuss
several of the new programs and initiatives in the area of futures research.

Panelists:

Kenneth W. Hunter

World Future Society’s 1999 Conference “Frontiers of the 21st Century” and President, Collaborative Futures
International

Dennis Pirages
Director, The Harrison Program on the Future Global Agenda, University of Maryland, College Park

Paul J. Runci
Research Scientist, Battelle Pacific Northwest National Laboratory, Richland, Washington

Jerome C. Glenn
Executive Director, Millennium Reject, United Nations University
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Timothy D. McBride et al., University of Missouri - St. Louis

Community Policy Analysis System (ComPAYS),
Thomas G. Johnson and James K. Scott, Rural Policy Institute,
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On August 5, 1997, President Clinton signed
H.R. 2015, the Balanced Budget Act of 1997. This
legidation includes changes in the Medicare payment
methodology used to determine monthly, per member
payments to health plans participating in risk contracts,
typically entered into by Health Maintenance
Organizations (HMOS).  Currently, the basis for
calculating current payment under “risk contracts’ is an
average of previous expenditures in fee for service
payments received by Medicare beneficiaries in each
county. The county-specific approach to calculating
cavitation results in large variation in rates across
counties and large volatility in payment annually in
counties with small enrollment, contributing to lower
penetration in those counties and to the financial
instability of the Medicare program.

This paper uses simulations to project the
impact of the legislation on payments that will be
available for health plans in al counties. This paper
describes the problems with the current methodology and
provides details of the methodology used in these
simulations.  Finally, the paper describes the final
legislative changes and outlines key findings from the
simulations.

|. WHATIS THE PROBLEM WITH THE
CURRENT AAPCC METHODOLOGY?

The increased use of managed care by private
insurance plans, and coterminous restraint in premium
charges, has intrigued public policy makers. As aresult,
managed care is touted as a means of controlling
spending in the Medicaid and Medicare programs. While
enrollment in managed care by Medicare beneficiaries
has increased considerably in recent years, it remains
quite low in rural areas. In 1996, only 1.4 percent of
rural (nonmetropolitan) Medicare beneficiaries were
enrolled in HMOS, as compared to 14 percent in urban
(metropolitan) areas.

The relatively low adjusted average per capita
cost (AAPCC) rates paid in many rural counties as
compared to urban counties, and the volatility in these
rates from year to year, are often cited as the primary
reasons for lower rates of Medicare risk-plan enrolIment
rates in rural areas of the country (Dowd, Feldman, and
Christianson, 1996; Serrato, Brown, and Bergeron,
1995). The current rate for “risk contracts’ in
Medicareis set at 95 percent of the AAPCC rate in the
county where the beneficiary lives, with adjustments
made for a few selected enrollee characteristics. The
rate is based on historical expenditures in each county,

and therefore is lower in rura areas because it reflects
(@ historical inequities in Medicare reimbursement
rates, and (b) lower health care utilization in rural
areas.  In addition the small size of rural counties
contributes to variation and volatility in rates across
counties and over time.

Variation in AAPCC rates. Attention for years
has focused on the substantia variation in AAPCC rates
across counties in the US. As shown in Figure 1, rates
varied from an extreme low of $221 in two rural counties
in Nebraska (Banner and Arthur) to an extreme high of
$767 in Richmond county, New Y ork. Although the
overal average rate was $467 in 1997, the lowest rates
were found in rura counties and the average AAPCC rate
in rural counties not adjacent to urban counties was only
$374, as compared to $395 in rural counties adjacent to
urban counties, and $493 in urban counties in the US.

The lower rates in some counties, especialy
rural counties, is largely attributable to the methods used
to construct AAPCC rates. The rate is based on actual
historical expenditures in each county, and therefore is
lower in rura areas because it reflects (a) lower medical
care prices, especialy historica inequities in Medicare
reimbursement rates, and (b) lower heath care
utilization in rural areas.

Firgt, it is well known that the prices of some
goods and services are lower in rural areas, such as rent
and housing prices. In addition, medical care prices are
likely to be lower especially because of the historical
structure of reimbursement in the Medicare system,
which built in inequities against rural areas. Since these
reimbursement rates are currently used to reimburse
providers under the Medicare fee-for-service system, and
AAPCC rates are based on historical Medicare FFS
spending, the AAPCC rates will reflect these lower
prices.

Figure 1.
Variation in Medicare AAPCC Rate,
by county location, 1997

Significant variation in AAPCC rates across “'place”
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Second, AAPCC rates are lower, especialy in
rural areas, due to a historically lower use of medical
sarvices in rural areas. There may be many reasons for
these differences, but this difference is likely attributable
in large part to the historical access problemsin rural
areas, especialy. a lower physician/population ratio and
low availability of other medica care services.

The small size of many rural counties
exacerbates these two problems. In particular, since
AAPCC rates are based on a five-year historical average
of utilization in the county, the increased service use of
only afew beneficiaries could have a huge impact on
AAPCC rates. To cite an extreme example, Loving
county in Texas has only 19 Medicare enrollees. Thus an
increase in consumption of Medicare services of only
$10,000 by only one beneficiary (easily the bill for an
inpatient hospital episode) would increase rates in the
county by over $100 per month once that medical bill
was averaged over 19 beneficiaries and five years.

It is largely believed that basing reimbursement
to Medicare HMOS on historical prices and utilization is
inequitable to rural areas for two main reasons. To the
extent that price differences measure true differences in
the cost of living in rural as opposed to urban areas, then
some difference in reimbursement ratesis justified.
However, to the extent that the structure of Medicare's
FFS reimbursement system exaggerated these
differences, these price differentials are less justified.
Second, differences in AAPCC rates that reflect lack of
access to services “lock in” historical access problems.

4 N

Variation
Definition. The difference between Medicare
AAPCC and cavitation rates across counties.
Statistical definition. Variation in cavitation
rates across time can be most simply described
by a single number: the ratio of (a) the standard
deviation of cavitation rates in the U.S. to (b) the
mean cavitation rate in the US. Thisisa
standard measure of “variation” used by
datisticians.
Variation in current rates. In 1997, the
average variation in AAPCC rates across the US
was 21.4 percent. This means that the average
difference (higher or lower) between a county’s
AAPCC rate and the national average of AAPCC
rates was roughly 21 percent.
[llustrative Example. In 1997, AAPCC rates
varied from an extreme of $767 in Richmond
(NY) to $221 in two counties in Nebraska
(Banner and Arthur). Since the average

Table 1 shows that the variation in rates across
the U.S. has been increasing over time, with variation
measured by the average difference between the county
rates and the average AAPCC rate in the U.S. (see box).
From 1990 to 1997, the variation in AAPCC rates
increased from 17.7 percent to 19.4 percent, indicating
that the problems with the AAPCC methodology are
getting worse over time.

Volatility in AAPCC rates. An issue that has

not received as much attention from researchers and
policymakers is the volatility in AAPCC rates over time.
But in a1986 survey of Medicare HMOS, 86 percent of
respondents contended that AAPCC payment levels
within counties were unpredictable (Brown et al. 1993).
Moreover, the year to year volatility in AAPCC
interfered with the ability of the HMO to anticipate
revenue flows and plan effectively. Because health plans
serving counties with volatile rates face greater
uncertainty regarding payment rates for future years, they
may be less willing to enter the market with a Medicare
risk-contract product (PPRC, 1996).

Figure 1.
Volatility in AAPCC Rates, 1990-97

AAPCC rates are volatile

100% 1

Honre M eBride, Peneed ond Mucller (1997}

Over the 1990-97 period, the volatility in
AAPCC rates was considerable.  The year-to-year
changes in rates were often dramatic. For example, in
1997 one county experienced a 37 percent increase in
their AAPCC rate, while another county experienced a
dramatic 40 percent drop in their rate (Figure 2). Over
the 1990-97 period, the steepest increase in rates was an
85 percent increase observed in 1993 and a 43 percent
drop witnessed in 1991.

While these extreme cases are illustrative of the
dramatic volatility that can occur under the AAPCC
methodology, of course most counties do not experience
volatility to the extent illustrated here. Using a measure
of volatility across counties (see box), the average
volatility experienced in the 1990-97 amounted to 3.4
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percent, indicating that in the 1990-97 period the average
change in rates (positive or negative) over and above the
growth in national average Medicare spending was 3.4
percent annually. Table 2 shows that the local volatility
in AAPCC rates was greater in rural adjacent counties
(3.3 percent) and rural nonadjacent counties (4. 1
percent) than it was in urban counties (2.6 percent).
These results support the intuition that AAPCC rates
will be more volatile in rural areas because of the
smaller populations in these areas, because a few high
cost procedures or patients could have alarge influence
on the AAPCC rate in any given year.

Figure 3 aso presents counties differentiated
by other important characteristics that might be likely to
vary with volatility at the local level. Given that
volatility is likely to be higher in counties with a
smaller number of Medicare beneficiaries, it is not
surprising that volatility is higher in counties with less
than 500 Medicare digibles (volatility of 7.3 percent) as
compared to larger counties, especially counties with
more than 100,000 Medicare beneficiaries (2. 1
percent). Volatility also seems to be related to the risk
plan penetration rate (enrollees in Medicare risk plans
as aratio to total Medicare beneficiaries) in the county,
since volatility is higher in counties with no Medicare
risk enrollment (4.4 percent) than it is in counties with

Figure 3.

Volatility in AAPCC rates
by size and location of county, 1990-97

Volatility in rates is highest in areas with low population
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considerable risk enrollment (2.4 percent) (Table 2).
Finaly, the results also indicate that volatility is highest
in counties with the lowest AAPCC rates in 1997. The
main source of volatility in a county’s AAPCC rate is
fluctuations in service use patterns because AAPCC are
based on the five years of recent historical expenditures
in the county for recipients not enrolled in health
maintenance organizations. Thus, the AAPCC rate is a
function of utilization and prices, both of which have
been lower in rural counties, the latter a function of
recent Medicare reimbursement policies. Consequently,
the problem of volatility may be exaggerated in rural

¥

Volatility
Definition. The year to year fluctuation in cavitation rates across counties.
Statistical definition. Volatility of cavitation rates over time is defined as the absolute value of (a) the
annual growth in the cavitation rates for a year less (b) the growth rate in per capita national average
Medicare spending across the U.S. (see McBride, Penrod, Mueller, 1997, for a full description of this
measure). This measure is based on the reasoning that an HMO should reasonably expect rates at the local
level to keep pace with national average per capita spending on Medicare and that any increase above or
below that is “local volatility. " Since cavitation rates may not grow as fast as the growth in Medicare

spending per capitain many counties -- ana a Medicare risk plan may be as concerned about uncertainty on
either the positive or negative side -- what is presented here is the average of the absolute value of growth.
Recent volatility. Between 1990 and 1997, volatility is AAPCC rates across the US averaged 3.4 percent,
indicating that the average change (positive or negative) in AAPCC rates, over and above the change in
national average per capita Medicare spending was 3.4 percent (Table 2).

llustrative Example. Toillustratethis method, suppose a county has a cavitation rate of $300 in 1997
and the cavitation rate rises to $330 in 1998, an increase of 10 percent. Suppose also that the growth in per
capita national average Medicare spending was 5 percent in 1997. Based on these data, the total growth in
cavitation rates in this county would be 10 percent, 5 percent due to national Medicare per capita spending
growth, and 5 percent due to “volatility” at the local level.

Counties with volatility. The county that experiencedthe most volatility in rates over the 1990-97 period
was Loving county (TX), where the AAPCC rates over the 1990-97 period were: $293,$254,$434,$378,
$443,$501,$881$527.
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areas because fluctuations in service use patterns tend to
be larger for areas with small Medicare populations
(McBride, Penrod, Mueller, 1997; PPRC, 1997).

Imnlications of variati 1 volatili

While it is quite clear that the methods used to
compute local area AAPCC rates lead to substantial
variation and volatility, this is not by itself indicative of
the effects of these problems on health systems across the
U.S. Instead, the major impetus for reform of the
AAPCC rate-setting methodology stems from the
conclusion that variable and volatile AAPCC rates have
contributed to several problems:

. Managed care penetration is low in

counties with lowest AAPCC rates. It is
logical that Medicare risk plans would be
more reluctant to offer plans in areas where

AAPCC rates are low and volatile. The *

evidence bears out a strong relationship.
For example, while enrollment in Medicare
risk plans exceeded 14 percent in urban
areas with rates above $400 in 1996,
enrollment was only 2 percent in urban
areas with AAPCC rates below $300 and
0.5 percent in rura areas (Figure 4).
Overall, rural enrollment in Medicare risk
plans was only 1.4 percent in 1996.
However, enrollment rates only reached 4.1
percent in rural areas with AAPCC rates
exceeding $500, indicating that even higher
AAPCC do not guarantee significantly
higher risk plan enrollment. Nevertheless
these data do suggest that lower and more
volatile AAPCC rates have inhibited the
growth of managed care in rural areas, and
inhibited the pace of health market reform
in those areas.

Figure 4.
Medicare Risk Plan Enrollment
and AAPCC Rate, 1996
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Inequity in benefits offered across
counties. Under HCFA regulations, risk plans
are required to submit cost reports that estimate
the cost of providing benefits to Medicare
recipients in managed care. |f the payments
received by the plan exceeds these costs, then
the plan has two options: offer more benefits to
recipients or return the difference to HCFA. To
date, all plans have chosen the first option of
offering more benefits to recipients. For
example, 62 percent of risk plansin the US
offer prescription drug coverage, 97 percent
offer routine physicals, 74 percent offer
hearing exams, and 38 percent offer dental
benefits to cite just a few examples (PPRC,
1997, Figure 2-14). In addition, 65 percent
provide all their extra benefits without charging
an additional premium to recipients and many
plans reduce or eliminate out of pocket
copayments and deductibles.

The evidence shows that plans located in
areas that receive much lower AAPCC
rates are much less likely to offer enhanced
benefits (PPRC, 1996; PPRC, 1997). Thus,
the large variation in rates across counties
contributes to inequities in benefits
available, especialy for rura residents.
Most rural Medicare recipients are not
enrolled in managed care and those who
are enrolled will not have extra benefits
available to them.  This inequity is
considered to be unfair by many Medicare
recipients aware of the problem.

. AAPCC palicies contribute to Medicare
financial problems. Originally Medicare
managed care was devised as a strategy for
reducing and stabilizing the growth in
Medicare expenditures. However, most
analysts have concluded that the Medicare
risk program has increased Medicare
spending. This largely results from two
phenomena.  First, as described above,
when the costs of plans are well below the
payment received from HCFA, the
differenceisnot returned to HCFA, thus
resulting in  additional aggregate
expenditures. Second, a series of studies
provide evidence to support the proposition
that Medicarerisk plan participants are
healthier than Medicare fee-for-service
recipients (described as “favorably
selected”), but plans are still compensated
according to average Medicare FFS
spending through the AAPCC formula



(PPRC, 1997). Thus favorable selection
contributes to increases in Medicare
spending.

. Policies contribute to inadequate
Medicare reimbursement rates in rural
areas. Since Medicarerisk plans have
actually led to an increase in Medicare
spending, risk plans have actually
contributed to the financial problems facing
Medicare.  Over the years, the major
response by Congress to financial problems
in Medicare has been to reduce the growth
in reimbursement rates for providers,
especially hospitals and physicians. Thus
the problems with the AAPCC
methodology described above have
contributed to continued restraint on the
growth of reimbursement rates for rural
providers and have impeded efforts to
reduce inequity in rates.

II. DESCRIPTION OF PROVISIONS TO
REFORM AAPCC METHODOLOGY

On August 5, 1997, President Clinton signed
H.R. 2015, the Balanced Budget Act of 1997. Table 3
presents an outline of the change considered here. As
indicated in the table, the adjusted cavitation rate in a
given year would be equal to the greater of:

(1) ablended cavitation rate,' determined as
the weighted average of the area-specific
adjusted cavitation rate (ASACR) and the
input-price-adjusted national adjusted
cavitation rate (IPANACR) phased in over
six years until rates are based on a
50%/50% average of the ASACR and
IPANACR rates,

(ii) afloor, initially set at $367 in 1998 and
indexed for Medicare per capita spending
growth thereafter, and

(iii) ahold harmlessrate, set at 102 per cent of
the area’s adjusted cavitation rate in the
previous year.

"Note the terminology “blended cavitation rate” is
the term used to describe this method in the literature (PPRC,
1996; PPRC and ProPAC, 1995), but not typically in any of
the proposed legislation.
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While this formula seems complicated, essentially it sets
the new cavitation rate at the blended rate, although the
cavitation rate is not allowed to fall below the payment
“floor” or a “hold harmless’ rate.

The provision for blending the cavitation rates
is designed to achieve the objective of equalizing
cavitation rates across counties, since this method uses
the area-specific cavitation rate (ASACR) and averages
it with the input-price-adjusted national adjusted
cavitation rate (IPANACR). The ASACR is based on the
previous AAPCC rates in the county. The IPANACR is
essentially based on the average of AAPCC rates across
the US (called the USPCC, the United States per capita
cost), adjusted to reflect variations in loca prices across
counties. Adjusting rates for local prices is done in the
realization that the prices facing managed care
organizations vary across areas. The price index for
computing the IPANACR is specified in the legidation
and constructed using price indices computed by HCFA
to set reimbursement rates for hospitals and physicians.

To calculate the blended cavitation rate, each
piece of legidation uses an “area-specific percentage”
(ASP) to weight the ASACR and a “national percentage”
(NP) to weight the IPANACR. Since essentially AAPCC
rates under current law are based on 100 percent of the
area-specific rate, these percentages are phased in over
time, until the applicable percentages are reached in
2002. The ASP is set at 50 percent in the year 2003 and
phased in over the 1998-2003 period, set at 90, 82,74,
66,58 and 50 percent in those six years.

The floor is also used to equalize cavitation rates
across counties and is used to reflect the redization that
historical prices and utilization may be so low that it
would not be possible for any managed care organization
to operate in alocal areaif the cavitation rate fell too
low. Thus, the floor is designed to guarantee that each
county has a cavitation rate that would make MCOS
viable in that area. The hold harmless provision is
designed as a protection againgt fluctuations in cavitation
rates, guarantee that the growth in cavitation rates is a
least 2 percent in future years.

In each year, the ASACR and IPANACR will be
increased by the national average per capita growth
percentage (NAPCGP), basically the average national
increase in per capita Medicare spending, less some
specified percentages in the period 1998 through 2001.
In 1998, 0.8 percentage points are subtracted from the
growth rate, while 0.5 percentage points are subtracted
from the growth rate in the period 199 through 2001.
This provision is important because it guarantees that
rates in the future will increase a steady and predictable




rate, thus removing the year-to-year volatility that has
been witnessed in previous years.

A “budget neutrality adjustment” (BNA) is used
in all pieces of legislation to insure that the aggregate
payments made under the proposed policies shall be
equal to the aggregate payments that would have been
made if the rates had been calculated with the area-
specific percentage (ASP) set equal to 100 percent. In
other words, total expenditures under these provisions are
not allowed to exceed what would have been paid if
every county was paid their area-specific rate and no
county was affected by provisions such as the floor and
blended rates. If the budget neutrality provision is
triggered, it is used only to adjust blended cavitation
rates. For example, if expenditures under the proposed
legidlation exceed expenditures that would have been
made otherwise by 5 percent, then blended rates would
be reduced by 5 percent.

The legidation reduces local area cavitation
rates (the ASACR) for the amount of spending made in
the county for the graduate medical education (GME)
programs. This program pays hospitals for expenditures
incurred for education of medical residents. Since these
expenditures are included in the payments to hospitals
under the fee-for-service portion of the Medicare
program, these payments will implicitly be included in
the calculation of AAPCC payments. This is considered
to be a problem since the AAPCC payments are made not
to hospitals, but to managed care organizations. Thus,
the payments designed to help defray education
expenditures may never reach the hospital. In H.R. 2015,
GME expenditures are carved out from the cavitation
rates over afive year period with 20,40, 60, 80, and 100
percent of GME spending carved out in the years 1998
through 2002, respectively.

From this summary, several provisions are
important in the eventual setting of cavitation rates across
counties. Key factors in the determination of the new
Medicare cavitation rates are the percentages used in the
blended rates, the methods used to set the floor, the
carving out of GME payments, and the use of
standardized predictable growth rates in the setting of
future cavitation rates.

HIl. SMULATION METHODS AND DATA

The Rural Policy Research Institute (RUPRI)
Health Pandl has constructed a comprehensive data set
and simulation model that is used to simulate the effects
of the policy changes described here. This file, called the

RUPRI Medicare Cavitation County Data File, was
constructed by merging data from several sources, but
primarily from obtained from the Health Care Financing
Administration (HCFA). The file contains over 1,300
variables that generally fall into the following categories:

0 Historica AAPCC rates, 1990-97

0 Medicare enrollment in county, 1996

0  Number of enrollees in Medicare HMOS,
1996

including details on enrollment by
each plan enrolling in the county

0 Number of Medicare HMO plans with
Medicare enrollees enrolled in the plan by
county (includes distinction for whether
plan includes county in its Geographic
Service Area)

0 Characteristics of Medicare risk plans
offered in the county. For each plan data
includes:

Name and location of plan

Dates of HCFA contract

Type of plan (risk, demo, or cost)
Type of HMO (staff, group or IPA)
Profit/non-profit status of plan
Benefits offered by plan (e.g.,
preventive, dental, eye, ear, drugs)
Premium charged by plan

0 County share of Graduate Medical
Education (GME) and Disproportionate
Share (DSH) spending

0 An“input price adjustment” for the county,
based on the formula described below

0 County descriptive variables (Beale codes,
population, population in poverty)

In general, most of this data was originally obtained from
the Health Care Financing Administration, from files
available on the Internet. However, additional data was
obtained directly from other HCFA offices, specifically
the Office of the Actuary and the Office of Managed
Care. Finaly, additional data was obtained from the
1990 Census, the Economic Research Service and the
Federal Register.

The data from each of these sources was merged
at the county-level using the county FIPS code and the
county name (since FIPS code was not available for the
HCFA data). There is not a one-to-one correspondence
between the FIPS county code and the code assigned by
HCFA. However, mismatches were corrected in all
cases, except for Alaska counties. Due to
incompatibilities between the HCFA and FIPS
classifications, al Alaska counties were dropped from
the analysis. Data from U.S. territories (Guam, Puerto
Rico, Virgin Islands) was aso dropped from the analysis.
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The file containing “input price adjustments’

(IPA) was computed at the local level by the RUPRI
Hedlth Panel by inputting data on Medicare Prospective
Payment System (PPS) rates and Resource Based
Relative Value System (RBRVS) rates reported at the
county level in the Federa Register (Federal Register,
1996). The IPA was computed according to the formula
specified in legislation dealing with this issue. In
particular, the legislation specifies, in part; “Medicare
services shall be divided into 2 types of services: part A
services and part B services . . . . The proportions.. for part
A services shall be the ratio (expressed as a percentage)

of the national average annual per capita rate of
payment forpart A for 1997 to the total national average
annual per capita rate ofpayment for parts A and B for
1997, and for part B services shall be /100 percent minus
the Part A ratio. ... For part A services, 70 percent of
payments attributable to such services shall be adjusted
by the index used under section 1886(d)(3)(E) to adjust
payment rates for relative hospital wage levels for
hospitals located in the payment area involved; for part
B services, 66 percent of payments attributable to such
services shall be adjusted by the index of the geographic
area factors under section 1848(e) used to adjust
payment rates for physicians’ services furnished in the
payment area, and of the remaining 34 percent of the
amount ofsuch payments, 40percent shall be adjusted by
the index [for relative hospital wage levels]. " (Source:

1997 Baanced Budget Act, HR 2015).

As noted above, H.R. 2015 specifies the use of
a “budget neutrality adjustment” (BNA) to insure that the
aggregate of the payments under shall be no greater than
the aggregate payments that would have been made if the
previous AAPCC-based methodology were continued.
The budget neutrality adjustment (BNA) was computed
by aggregating expenditures for risk enrollees across
counties using the multiple of (a) cavitation rates that
would exist in absence of the legidation (i.e., 100 percent
of the area-specific cavitation rates) and the (b)
enroliment in Medicare risk plans. Then the BNA was
computed as equal to:

BNA = [Spending using area-specific rates]/
[Spending using new legidlated rates|

As specified in the legidation, this BNA is applied to the
cavitation rates if the BNA is less than one in the
definition defined above. | redlity, it has been found that
the BNA would not be triggered under any of the
legislation proposed to date because the legidation has
the effect of lowering rates, relative to the area-specific
rates, in counties with high HMO enrollment.

Assumptions are made about several key factors
in the determination of the new Medicare cavitation rates

under proposed policies. These include the determination
of the BNA, the national average per capita growth
percentage (NAPCGP), and the determination of the
input-price-adjusted national adjusted cavitation rate
(IPANACR). In particular, the IPANACR would be used
directly in the formula for a Medicare area, both in the
blended cavitation rate and often in the “floor,” set at
some percentage of the IPANACR. Thus, important
assumptions had to be made about:

(@) growth in the “national average per capita
growth percentage” and “area-specific
cavitation rates.” Recent Congressional
Budget Office (CBO) estimates of the
growth in Medicare spending were used for
this purpose (CBO, 1997a), and

(b) growth in the Consumer Price Index (CPI).
CBO estimates (CBO, 1997b) were also
used to compute projected increases in the
CPI, to use in computing the value of
cavitation rates in “constant dollars.”

Some assumptions have to be made in the simulations
due to the uncertainty about the future. Actual Medicare
risk plan enrollment in December of 1996 is used to
determine aggregate spending under policy provisions,
especialy when computing the budget neutrality
adjustment (BNA). In reality, actual enrollment in the
future will be used for this purpose. Actual enrollment in
risk plans in the future is likely to be much higher than
enrollment in 1996. However, the growth in enrollment
will not affect the estimates here unless the growth in
enrollment is radically different across counties.

IV. SSMULATION RESULTS

Tables 4 through 8 summarize the detail of the
simulation results. Table 4 presents descriptive statistics
summarizing the effects of the proposals on various
measures including the mean or average cavitation rates
and the lowest or minimum cavitation rate found in any
county. In addition, the tables present measures of the
average variation in rates across counties and the average
volatility in rates across time since, as indicated above,
most analysts have concluded that the variation and
volatility in AAPCC rates are the biggest problems with
the current methodology for setting rates. Finally the
table presents the percentage of counties that would have
cavitation rates set by the provision setting a “floor” on
cavitation rates and the percentage of Medicare eligibles
residing in counties that would receive the floor.
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Under the new legidlation, average cavitation
rates would increase over time, as would be expected
since Medicare spending is rising over time. However,
the growth in average cavitation rates masks important
changes in the legidation. The key change in the new
legislation occurs because of the reduction in variation
and volatility and in comparisons of growth rates across
counties.

Figure 5.
Change n Capitation Rates:
By Current AAPCC Rate
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Figure 5 shows that growth rates in cavitation
rates will be much higher in areas with currently low
AAPCC rates than they will be in areas with currently
high AAPCC rates. For instance, the growth rate in
cavitation rates in counties with AAPCC rates currently
below $300 will be about 65 percent in the 1998-2004
period (38 percent when adjusted for the rate of price
inflation, see Table 6), while cavitation rates will grow
only 15 percent in counties with rates exceeding $500 per
month in 1997 (and experience a negative growth rate of
3 percent when adjusted for price inflation). This vast
difference in growth rates obviously reflects the

significant features in the proposals designed to
“equalize’ rates, including the blending of local and
national rates, the floor, the averaging of area-specific
rates, and the carve out of GME spending.

Since one goal of reforming the Medicare
cavitation payment policy is to encourage growth in
Medicare managed care plans, areas with currently low
managed care penetration rates will need to experience
dramatic growth in cavitation rates to encourage plans to
offer plansto enrollees.  Figure 6 shows that the
proposed policy changes will lead to faster growth in
cavitation rates in the areas with the lowest managed care
penetration, with growth rates in the areas with less than
no HMO penetration expecting growth exceeding 35
percent, but only 27 percent growth in areas with risk
plan penetration exceeding 10 percent. It remains to be
seen whether this growth rate differentia is large enough
to encourage plans now aggressively offering plans in
some areas to pursue managed care growth in areas with
low penetration.

Effect on Rural and Urban counties. The tables
present the simulation results separately for urban
(metropolitan) and rural (nonmetropolitan) counties.
Since counties with low rates today are most likely to be
rura counties, it is not surprising that the average growth
in cavitation rates will be highest in rural counties,
especialy rura nonadjacent counties. For example, the
growth in cavitation rates in rural nonadjacent areas is
projected to be more than 50 percent higher than the
growth in urban areas (Table 6). However, it is worth
noting that difference in growth rates displayed in Figure
7 isnot nearly as large as the difference in rates displayed
in Figure 6, reflecting the fact that some urban counties
have low AAPCC rates, and some rural counties have
higher AAPCC rates.

Figure 6.
Change in Capitation Rates:
By Medicare Risk Plan Penetration Rate
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ity. All of the
proposals significantly reduce volatility and variation in
cavitation rates. In particular, thevariation in rates is
equal to roughly 21 percent in 1997, indicating that the
average difference between a county’s AAPCC rate and
the national average rate is21 percent (higher or lower).
The new legislation will reduce this variation
significantly (Figure 8). By the year 2004, the variation
is reduced to about 14 percent. Table 7 illustrates the
reduced variation in another way, showing the percentage
of counties distributed by the ratio of a county
cavitation rate to the national average rate.

Figre 8.
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By design, the new legislation reduces
significantly the year-to-year volatility in AAPCC rates.
This is mostly achieved by basing the growth in
cavitation rates on the growth in national average per
capita Medicare spending (dlightly lowered by specified
amounts). The results indicate that volatility, which was
3.4 percent in the 1990-97 period, would be reduced to
only 1.3 percent under most proposals by the year 2003
(Figure 9). This measure of volatility indicates the
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average change in a county’s cavitation rate would
exceed (or be less than) the growth in national average
per capita Medicare spending by only 1.3 by the year
2003. By the year 2004, after all the provisions are
phased in, volatility in rates almost completely
disappears, because the future increases in rates would be
based on growth in national rates, and because the effects
of the transitions built into current policies would have
been completed by this time.

Counties at floor. A “floor” on the cavitation
rate is important in the short run and is the most
important provision for counties with the lowest rate in
1997. In some counties, the blended rates are so low that
they will fall below a “floor” set initialy at $367, and
adjusted for growth in Medicare spending thereafter
(Figure 10). Initially in 1998, 29.9 percent of all
counties, and 44 percent of rural nonadjacent counties,
will be raised to the “floor” rate of $367 per member per
month (Table 8). Over time, however, fewer counties
would have their rate set at the floor because of the
phase-in of the blending provisions. By 2003, only 12.9
percent of counties (but 23.3 percent of rural nonadjacent
counties), will have their rates at the floor.

Figre 10.
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However, there are several reasons why the
floor, and the dollar amount of the floor, is not as
significant as it may seem at first glance. First, the
percentage of counties that will have cavitation rates set
by the floor provision declines significantly over time.
This can be seen in Figure 11, which shows that only 13
percent of counties will reside at the floor in 2004
(Figure 11). This is because of the transition to more
aggressive blending (50/50) over time, which has the
effect of lifting most counties above the floor. Second,
the percentage of beneficiaries living in counties a the
floor is even lower than the percentage of counties at the
floor. For example, less than 3 percent of beneficiaries
would reside in counties with a rate set by the floor in
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2004. This occurs because counties at the floor tend to
have much smaller populations than other counties.

Figure 11.
Which Provisionis M OSt Important?
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The hold harmless’ provision initialy protects
many counties from low growth in cavitation rates as a
result of other provisions, guaranteeing that a county’s
rate will not fall below 102 percent of the previous year's
rate. Initially in 1998, 14.7 percent of counties, and 36.2
percent of central urban counties, will be guaranteed a
growth rate of 2 percent as a result of this provision
(Table 8). These counties would have experienced lower
growth rates without the provision primarily as a result of
the GME carveout provision and the phase-in of blended
rates. Over time, however, the percentage of counties
protected by the hold harmless provision falls to 1.9
percent of all counties and 8.6 of central urban counties
by the year 2004. This occurs primarily because by 2004
the effects of blending and the GME carveout are fully
phased in and Medicare per capita spending is growing
faster. As shown, however, a significant proportion of
counties will also have their rates set by the “hold
harmless’ provision in 1998 and 1999 (because of slower
Medicare growth in these years). But over time the hold
harmless provision also becomes less important with
many of these counties having their rates set by the
blending provisions.

The GME carve out. The final legislation
subtracts (“carves out”) from the local area-specific rate
an amount representative of the amount of spending in
the county that would go towards the Graduate Medical
Education (GME) program. The provision to “carve out”
GME finding could further the equity goals of policy
reform since it leads to a significant lessening of the
variation in rates across counties. In addition, this
provision could improve health care delivery if the funds
are sent to providers that use the funding. However, the
ultimate effects of this provision on rural health delivery
depend on the distribution of the carveout funds, totaling

roughly $14.8 billion over the 1998-2004 period. If
funds are not distributed to undeserved areas, and a
disproportionate amount of the funds are directed to
central urban areas, then this provision will have less of
an impact on equity and on meeting the needs of rural
and underserved persons.

Caution in viewing the results of the GME
carveout iS also warranted because the carveout might
help lead to a triggering of the budget neutrality
provisions. An example might better illustrate this issue.
Consider a hypothetical county with a 1997 AAPCC rate
of $700 where 10 percent of payments made to recipients
are destined for the GME program.  Suppose this
county’s area-specific rate would increase by 4 percent
to $728 in 1998 after applying the growth rate in national
average payments. To compute the new cavitation rates
in 1998 under the new legislation, for example, this area-
specific rate would be reduced by roughly 2 percent (20
percent of the GME payments), reducing it to roughly
$713. When this area-specific rate is blended with the
lower price-adjusted national rate (assume equal to
$500), the blended rate would be $692, below the hold
harmless rate of $714 (102 percent of the 1997 AAPCC
rate). Thus, this hypothetical county would receive a
cavitation rate of$714 in 1998.

There are two important issues raised by
examples like this. First, even though the legidation is
designed to carve out GME payments, the full effects of
the carve out are not achieved because only a portion of
these payments are carved out in some counties.

Second, this provision has important
implications for the budget neutrality of these proposals.
The amount of dollars carved out and transferred for use
in the GME program is equal to the amount carved out of
the area-specific cavitation rate ($728*.02=% 14.56).
However, since this amount is greater than the amount
typically carved out of a county’s rate, this provision ends
up negatively affecting the budget neutrality of the
proposa. For example, in the example cited above, the
blended rate would also have been $714 without the
GME carve out (because of the hold harmless provision).
Thus the GME carveout does not lead to any decline in
rates, yet about $15 per member, per month, enrolled in
managed care is transferred to GME funds.

It isimportant to realize that if this provision
triggers the budget neutraity adjustment (BNA), then the
net effect of thiswill be to reduce blended rates in those
counties with their rates set by the blended rates (the
majority of counties). In effect, the increased
expenditures triggered by the GME payments are
subsidized by lower payments to counties receiving
blended cavitation rates. For example, if this provision
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leads to expenditures that exceed expenditures that would
have been made otherwise by 2 percent, then blended
rates (and not the floor and hold harmless rates) will be
reduced across the board by 2 percent.

Despite this discussion, the budget neutrality
problems created by the GME carve out are not large,
primarily because GME funds are carved out over a five-
year period.

VIl. IMPLICATIONS

This paper presents detailed findings about the
effects of the Balanced Budget Act on Medicare
cavitation rates in the 1997-2004 period. However, the
ultimate impact of these policy changes is not clear from
these results. In particular, there are important questions
about the impact of these proposed changes on the rural
health system. In particular:

. If cavitation rates are increased, will
enrollment increase? In other words, if
the cavitation rates are increased in rura
areas and other areas with low AAPCC
rates, will thisincreasein rates lead to
more penetration of managed care plans?
And will it encourage more recipients to
enrall in managed care plans?

In the counties with the lowest AAPCC
rates in 1997, the increases in cavitation
rates will be significant, but it is not clear
whether this will be enough to spur
significant growth in managed care.
Further research on this question will
provide some evidence. However, if
enrollment is not significantly spurred by
this legidation, then the importance of the
legidation is significantly reduced.

. How much of increase will actually flow
torural counties? In particular, payments
to Medicare risk plans go directly to
managed care organizations (MCOs). It is
not clear how much of these funds will
flow back to the counties where the
recipients live. MCOS will keep some of
the funds for administrative costs and
profits.  In addition, if the MCO is an
urban-based plan, then those administrative
costs will remain in the urban area even if
the recipient livesin arura area.

. How much of increase will flow to rural
providers? Since some of the cavitation
rate will be kept by MCOS to cover their
costs, this will reduce the funds that might
flow to rural providers. In addition, it is
well known that MCOS achieve their cost
savings primarily through reduced
hospitalizations and by making contracts
with providers for discounted or reduced
reimbursement rates. All this might lead to
the conclusion that rural providers
(especialy hospitals and physicians) may
actually see a drop in revenue after
cavitation rates are increased, especialy if
it spurs some recipients to switch from
Medicare FFS to an MCO plan.  Itis
difficult to predict the outcome, and it will
differ by county. Also, some providers --
such as primary care providers -- will likely
be impacted positively by increased
managed care enrollment, while other rura
providers -- especialy specialist physicians
and hospitals -- may be impacted
negatively.

. Ultimately, the goal of Medicare reform
policy should be improving the delivery
of health care to recipients, if possible
within budgetary constraints. If
legidation to increase cavitation rates spurs
increases in enrollment in MCOs, the
ultimate impact on the health care received
by recipients will depend of course on the
quality of care provided by the MCO.
There is considerable controversy about the
impact of MCOS on the quality of care.
However, early evidence suggested that
managed care did not significantly reduce
the quality of care and may have increased
it However, more recent evidence
focusing more directly on populations at
risk (e.g., the elderly, serioudly ill,
disabled) suggests that the health care
received by these population groups may
be adversely affected by enrollment in
managed care plans. Measuring this effect
isvery difficult, however, and much further
research is being conducted on that.

To assess the impacts of the new methods for computing
Medicare cavitation rates on the issues raised here,
further research is needed and this research is being
pursued now in further extension of this work.
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Table 1.
Monthly Adjusted Average Per Capita Cost (AAPCC) rates paid to Medicare risk plans, 1990-97

1990 1991 1992 1993 1994 1995 1996 1997
All counties (N=3,113)
Mean $247 $251 $266 $302 $315 $333 $372 $395
Minimum $126 $126 $139 $168 $171 $177 $207 $221
Maximum $477 $481 $508 $599 $653 $679 $881 $767
Variation: Standard deviation/mean 17.7%0 18.0% 17.8% 18,4% 18.5% 18,6% 18.9% 19.4%
Percentage change in mean Na 1.8% 5.9% 13,4940 4.3% 5.6% 11.9% 6.1%
Largest decrease in AAPCC rate Na -42.7% -29.9% -22,1% -21.3% -25.6% -12.1'%0 -40,2%
Largest increase in AAPCC rate Na 46.9% 71.2240 84.7% 26.6% 40.1% 75.9% 37.0%
Urban counties (N=836)
Mean $277 $280 $296 $338 $356 $376 $414 $439
Ratio of mean to national average 112 11 111 1.12 1.13 1.13 11 11
Minimum $149 $150 $161 $191 $210 $212 $231 $256
Maximum $477 $481 $508 $599 $653 $679 $759 $767
Variation: Standard deviation/mean 17.4% 17.5% 17,3% 17.7% 17.9% 18.1% 18.1'%0 18.1%
Percentage change in mean Na 1,3% 57% 14.2% 5.2% 5.6% 10.0%0 6.1%
Largest decrease in AAPCC rate Na -8.9% -15.8% -1.7% -10.5%0 -5.1% 1.3% -3.7%
Largest increase in AAPCC rate Na 25.4% 18,5% 32.8% 26.6% 17.7% 25.6% 24.2%
Rural adjacent counties (N=1,001)
Mecan $239 $244 $259 $294 $308 $326 $365 $390
Ratio of mean to national average 0.97 0.97 0.97 0.97 0.98 0.98 0.98 0.99
Minimum $157 $157 $166 $187 $196 $205 $216 1$231
Maximum $392 $408 $444 $513 $487 $527 $674 $693
Variation: Standard deviation/mean 14.6% 15.0% 147%0 15.3% 15.0% 15.1'%0 16.2% 16.9%
Percentage change in mean Na 2.2% 6.4% 13.4% 4.5% 5.9% 120% 7.1%
Largest decrease in AAPCC rate Na  -13.0% -8.8% -2.3% -11.7% -25.6% -4.3% -9.8%
Largest increase in AAPCC rate Na 20.5% 27.6% 84.7% 20.7% 21.0% 33.9% 33.2%
Rural non adjacent counties (N=1,276)
Mean $234 $239 $252 $284 $294 $309 $351 $369
Ratio of mean to national average 0.95 0,95 0.95 0.94 0.93 0.93 0.94 0.94
Minimum $126 $126 $139 $168 $171 $177 $207 $221
Maximum $406 $418 $464 $485 $528 $540 $881 $647
Variation: Standard deviation/mean 16,1% 16.8% 16.8% 17.0%0 16.6% 16.5% 18.3% 18.7%
Percentage change in mean Na 1.8% 55% 12.8% 3.4% 5.4% 13.4% 5.2%
Largest decrease in AAPCC rate Na -42.7% -29.9% -22.1% -21.3% -16.7% -12.1% -40.2%
Largest increase in AAPCC rate Na 46.9% 71.2% 50.4% 18,2% 40.1% 75.9% 37.0%

SOURCE: Rural Policy Research Institute (RUPRI) Health Panel AAPCC file (see text).
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Table 2.
Volatility in Medicare AAPCC Rates, 1990-97

Average annual Average of absolute values of annua
percent change percent change in:
in nomind AAPCC Nominal Medicare risk plan Number of
ralg AAPCCrate  Local volatjlity Penetration rate counties
All counties 7.04740 - 7.61% 342% 10.94% - 3,113"
By location:
Urban 6.92% 71.21% 2.59% 13.99% 836
Rural adjacent 7.38% 7,76940 3.30% 2.06% 1,001
Rural nonadjacent 6.85% 71.75% 4.05% 057%'0 1,276
By Number of Medicareeligiblesin county,
December 1996
L essthan 500 6.17% 9.32% 7.26% 0.39% 113
500-999 6.27% 7.64% 47940 0.78% 205
| ,000-4,999 7,18% 7.70% 3.52% 0,86% 1,463
5,000-9,999 7.31% 7.64% 3.02% 1.84% 626
10,000-99,999 6.90% 7.17%0 2.59% 8.27% 641
| 00,000 or more 6.57740 6.66% 2.10% 21.35% 65
By Risk Plan penetration rate, December 1996
None 6.88% 8.02% 4.36% 0.00% 528
o 1% 7.18% 7.64% 3.349'0 01350 1,936
1 %-5% 6.87% 7.42% 3.25% 2.85% 260
5%- 10% 6.91% 7.24% 2.60% 7.52% 143
10-20% 6.90% 1.21% 2.80% 14.0790 138
20% or more 6.12% 6.47% 2.43% 32.53% 108
By AAPCC rate in 1997:
L essthan $300 5.13% 6.43% 3.88% 0.63% 271
$300-$399 6.53% 7.19% 3.38% 3.51% 1,506
$400-s499 7.85% 8.18740 3.35% 9.13% 1,049
$500-3$599 8.54% 8.84% 344240 18.27% 248
$600 or more 8.67% 8.75% 3.34% 20.88% 39

SOURCE: Rural Policy research Institute (RUPRI) Rural Health Panel AAPCC file (see text).
NOTE: 1. Loca volatility= nominal AAPCC growth less average growth in CPI (3.42 percent) less growth in the inflation-adjusted U.S.

per capita cost (USPCC, 3.5 percent).
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Table 3.

Provisions for setting Medicare risk glan cavitation rates: H.R. 2015

Provision Description of provision

$0% National (adjusted for price differences across counties)

Blending in 2002 50% Area-specific
‘ Phased in over a six-year period, 1998-2003

Floor $367 in 1998
| (adjusted for Medicare per capita spending growth thereafter)

Hold harmless | 102'%0 Of previous year's rate

Graduate Medical Fully carved out over a five year period, 1998-2002
Education (GME) Carve-out |

used to project less 0,8% in 1998 and 0.5% in 1999-2002, 0.0% thereafter

Growth rate | Growth in per capita fee-for-service Medicare spending

future rates

SOURCE: Rural Policy Research Ingtitute (RUPRI) Health Panel.




Table 4.
Impact of Cavitation Payment Reform on Medicare Cavitation Rates

Metro/Nonmetro
Central Other Rural Rural
Total Urban Urban Adjacent Nonadjacent
AAPCC rate, 1997 Average $467 S542 $435 $395 $374
Minimum $221 $349 $256 S231 $221
*Variation in percent (a) 21 4% 16.0% 15.7% 16.3% 17.1%
Cavitation rate, 1998 Average $484 $555 $451 $416 $402
Minimum $367 $370 $367 S367 S367
Variation in percent (a) 19.4% 15.5% 13.9% 12.7% 11.7%
Cavitation rate, 1999 Average $494 $567 $462 $425 $412
Minimum $378 $385 $378 $378 $378
Variation in percent (a) 19.2% 15.5% 13.5% 12.4% 11.4%
Cavitation rate, 2000 Average $510 $582 $479 $441 $427
Minimum $392 $408 $392 S392 S392
Variation in percent (a) 18.3% 14.9% 12.6% 11.6% 10.6%
Cavitation rate, 2001 Average $529 $599 $499 $459 $446
Minimum $409 $434 S409 $409 $409
Variation in percent (a) 17.2% 14.0% 11.5% 10.7% 9.7%
Cavitation rate, 2002 Average $551 $620 $523 $481 $468
Minimum $429 $465 $429 $429 $429
Variation in percent (a) 16.0% 13.0740 10.3% 9.8% 8.9%
Cavitation rate, 2003 Average $585 $653 $560 $514 $499
Minimum $454 S502 $454 $454 $454
Variation in percent (a) 14.6% 11.5% 9.2% 8.8% 8.1740
Cavitation rate, 2004 Average $619 $689 $594 $545 S530
Minimum $480 $534 $480 $480 $480
Variation in percent (a) 14.0% 10.7% 9.09'0 8.5% 7.9%
Average Annual Volatility in rates (b)
1998 2.5% 1.82'0 1.9% 3.6% 5.7%
1999 1.0% 1.290 0.9% 0.8240 0.7%
2000 1.3% 1.6% 1.1% 0.9740 0.9%
2001 1.370 1.7% 1190 0.9% 0.9%
2002 1.3% 1.8% 1.1% 1.0% 0.9%
2003 1.3% 1.5% 1.370 1.1% 1.090
2004 0.3'% 0.6240 0.1% 0.1'% 0.1%

SOURCE: Rural Policy Research Institute (RUPRI) Rural Health Panel. August 1997.

NOTES: (a) Variation is defined as the average difference between county rates and the national average rate
(computed as the ratio fo the standard deviation to the mean); (b) volatility is the average of the absolute value of
annual percentage changes in cavitation rates, over and above change attributable to growth in national average
per capita Medicare expenditures (RUPRI, 1997).
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Table 5.
Projected Medicare cavitation rates in illustrative counties

Number of Medicare Actual
Metro/Nonmetro  Medicare penetration AAPCC Projected capitation rates

County State Status eligibles rate rate, 1997 1998 2000 2002 2004
Arthur NE RNA 84 2.0% $221 $367 $392 $429 $480
Webster NE RNA 1,116 0.1% $236 $367 $392 $429 $480
San Juan co RNA 62 1.6% $241 $.367 $392 $429 $480
Billings ND RNA 90 0.0% $257 $367 $392 $429 $480
Clay GA RNA 626 0.2% $307 $367 $392 $429 $480
Walla Walla WA RA 8,638 13.5% $325 $367 $392 $454 $530
Stevens MN RNA 1,912 0.1% $340 $367 $392 $444 $512
Los Alamos NM ou 2,058 4.9% $365 $389 $433 $497 $575
York ME RA 27,655 0.1% $366 $386 $422 $478 $553
Mecklenberg NC Cu 66,514 0.1% $381 $399 $432 $484 $557
Polk 1A ou 46,723 0.0% $402 $416 $443 $489 $557
Marquette MI RNA 110,157 0.0% $.465 $476 $498 $539 $
Jefferson KY ou 113,063 6.5% $465 $477 $499 $541 $612
Montgomery OH ou 94,411 5.1% $467 $475 $493 $533 $606
Dallas TX Cu 201,343 9.9% $514 $524 $546 $577 $650
San Diego CA Cu 328,387 46.9% $517 $532 $562 $615 $698
Jefferson AL ou 113,608 11.9% $525 $536 $558 $580 $638
Worcester MA ou 113,740 31.1% $527 $538 $559 $588 $672
Fulton GA Cu 82,308 1.6% $536 $547 $569 $592 $657
Lake CA RA 13,429 5.9% $550 $561 $583 $614 $688
Cook IL Cu 703,319 12.5% $559 $570 $594 $617 $685
Assumption LA RA 3,100 11.570 $563 $574 $597 $622 $647
Los Angeles CA Cu 903,758 34.5% $623 $635 $661 $693 $778
Philadelphia PA Cu 257,428 24.8% $704 $718 $747 $778 $809
New York NY Cu 214,151 7.5% $713 $727 $757 $787 $819
Dade FL Cu 303,108 37.2% $748 $763 $794 $826 $859

SOURCE: Rural Policy Research Institute (RUPRI) Rural Health Panel, August 1997.
NOTE: Metro/Nonemtro status: CU=Central Urban, OU=0Other Urban, RA=Rural adjacent, RNA= Rural Non-adjacent.

Table 6.
Impact of Capitation Payment Reform on
Average growth in Medicare cavitation rates, 1997 to 2004

Average growth rate, 1997 to 2004

Nominal Adjusted
dollars for_inflation
Average growth rate, all counties 33.3% 12.1%
By Metro/Nonmetro
Central Urban 24.4% 4.6%
Other Urban 31 .0% 10.2%
Rural Adjacent 31.9%0 10.9%
Rural Nonadjacent 36.8% 15.0%
By AAPCC Ratein 1997
Less than $300 64.5% 38.2%
$300-$399 37.5% 15.7%
$400-$499 24.1% 4.3%
$500 or more 154% 30740
By Risk Plan Penetration Rate, 1996
None 35.7% 14.1%
Less than 1% 34.2% 12.8%
1 %4.99% 31.1% 10.2°%
5%-9.99% 26.9% 6.7%
1 0% or more 27.0% 6.8%

SOURCE: Rural Policy Research Institute (RUPRI) Rural Health Panel, August 1997.

82



Table 7.
Distribution of U.S. counties:
by projected cavitation rate as a percentage of national average cavitation rate, 1997-2004

Percent of counties

SOURCE: Rural Policy Research Institute (RUPRI) Rural Health Panel, August 1997.
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Local cavitation rate as a, Actual
percent of national rate 1997 1998 1999 2000 2001 2002 2003 2004
Less than 70% 18.3% 0.0% 0.0% 0.0% 0.0% 0.0'% 0.0% 0.0%
70%-79% 24.9% 42.5% 41.270 36.6% 32.19'. 26.0% 20.5% 19.0%
80740-69'% , 23.8% 26.5% 28.0% 32.3% 35.6% 40.2% 44.1% 43.9%
90%-99% 17.4% 16.6% 16.5% 17.770 19.5% 21.6'% 24.2% 25.574.
1 00%-109?740 8.2% 8.0% 8.0% 7.8% 1.7% 8.1% 7.7% 8.5%
11 0%-119'70 4.6% 3.8% 3.77240 3.4% 3.2% 2.6% 2.3% 2.3%
120%-1 29% 2.9% 2.5% 2.5% 2.2% 1.9% 1.4% 1.2% 0.8%
TOTAL 100.09'0 100.0% 100.0% 100.0% 100.0% 100.0% 100.09'0 100.0%
SOURCE: Rural Policy Research Institute (RUPRI) Rural Health Panel, August 1997.
Table 8.
Impact of Cavitation Payment Reform on
Percent of counties with rates determined by the “floor,” “hold harmless,” or “blending” provisions
Metro/Nonmetro
Central Other Rural Rural
Total Urban Urban Adjacent Nonadjacent
Percent of counties at the “floor”
1998 29.9% 0.0740 12.7% 28.5% 44,0740
1999 29.5% 0.0% 11 .4% 28.4% 43.7%
2000 26.2% 0.0% 7.6% 25.5% 39.9%
2001 22.6% 0.0% 5.0% 20.9% 36.1'70
2002 17.2% 0.0% 2.1240 15.2% 28.99'0
2003 12.9% 0.0% 1.2% 9.7% 23.3%
2004 12.9% 0.0% 1.2% 9.7% 23.3%
Percent of counties at “hold harmless” rate:
1998 14.7% 36.2% 15.3240 14.4% 11.8%
1999 22.3% 48.3'% 24.4% 22.2240 17,7240
2000 13.6% 34.5% 13.5% 13.6% 10.7%
2001 9.8% 27.0% 9.4% 9.7% 7.8240
2002 8.6'240 23.0'% 6.8% 8.4% 7.8%
2003 4.3% 13.2% 4.1% 4.2% 3.4'%
2004 1.9% 8.6% 1.8% 2.0% 0.9%
Percent of counties receiving “blended rate”
1998 55.4'% 63.8% 72.0% 57.1% 44.2'%
1999 48.2% 51.7% 64.2% 49.4% 38.6%
2000 60.2% 65.5% 78.9% 60.9% 49.4%
2001 67.6% 73.0% 85.6% 69.4% 56.1%
2002 74.2% 77.0740 91.1% 76.4740 63.3%
2003 82.8% 86.8'740 94.7%0 86.1% 73.3%
2004 65.2% 91.4% 97.0% 88.3% 75.8%






THE COMMUNITY POLICY ANALY SIS SYSTEM (COMPAS)
A PROPOSED NATIONAL NETWORK
OF ECONOMETRIC COMMUNITY IMPACT MODELS

Thomas G. Johnson
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Devolution of authority and responsibility from the
Federal Government to state and loca governments is,
and will continue to be, one of the most dominant
public policy issue for communities for the next
decade. Block grants, deregulation, welfare reform,
health care reform, education reform, agricultural
policy reform, various state waivers, and other terms
fill the national policy didogue and al are symptomatic
of devolution.

To communities, especially rural communities,
devolution spells the end of many of the safety nets that
protected local governments, school districts and other
public entities from some economic and social
hardships. At the same time devolution enhances
opportunities for local leadership and increases the
returns to aggressive and innovative public decision
making. In this environment, the value of economic and
social information, accurate projections and analyses of
policy aternatives is particularly great. Thisin turnis
creating an opportunity for those involved in the
decision support sciences.

The Community Policy Analysis System (COMPAS)
initiative is a response to this opportunity. It addresses
the information needs of policy makers at the Federal,
state and local levels. At the Federa level, thereis a
growing need for a better understanding of the local
consequences of federal policy, especialy policy that
devolves responsibility to local governments.
Similarly, state governments require information on the
consequences of their policies on local governments as
both state and local responsibilities change.

The need, under these emerging circumstances, for
better decision support at the local level is obvious.

The diversity of conditions in rura communities means
that generic, or aggregated decision support tools
probably conceal more than they reveal. Broad
generalizations about policy impacts are usually
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uninformative at best, misleading at worst. It is clear,
for example, that to conclude that trade liberalization
will lead to overall increases in income and
employment is an important aggregate projection but it
tells us little about the changes that will be experienced
by individual communities or what their optimum
responses to these changes might be.

In response to these policy trends, a group of regional
economists and rural social scientists have identified a
set of modeling tools which can be used to provide
policy decision support for state and local government
officials, including input-output modeling, cost.benefit
analysis, and industrial targeting. In addition, the group
has developed a plan to build a collaborative
community policy analysis network that will eventually
extend to selected rural communities in twenty-five
states.  With initial support from the Rural Policy
Research Institute (RUPRI), the four regional rural
development centers and a variety of other sources, the
group has also outlined the structure of econometric
community models for each state that will compare the
economic, demographic, and fiscal impacts of a variety
of economic or policy scenarios. The models are
intended to be used in conjunction with other decision
tools to provide maximal flexibility and a capacity for
rapid response to queries by local and state policy
decision makers.  This paper will focus on the
specification and development of the COMPAS
econometric community models. It will describe the
conceptual framework of the proposed models, report
on applications of the models in two states, and briefly
discuss plans for future development and support of the
COMPAS network. The plan takes into account the
realities of secondary data availability at the
community level and it attempts to build on current
conceptual foundations from the socia sciences and
regional science. Itisevolutionary inthat it will be
designed to be flexible and continually improved upon;
and it addresses the institutional and constitutional



differences among states and communities.

The COMPAS model discussed below is based
primarily on the authors' experiences with the Virginia
Impact Project (VIP) model, and Missouri's Show Me
Community Impact Model which have evolved over the
|ast decade. However, these models, are themselves
just a recent chapter in a long tradition of community
modeling by rural development researchers (see
Halstead, Leistritz, and Johnson for a history of just
some of these models). The novel aspect of this project
is the attempt to create models for communities
throughout the nation.

KEY PRINCIPLES

There are many considerations involved in modeling a
community for policy analysis.  The following
assumptions are based on conceptual logic and/or
empirical studies of communities. Each are reflected in
the proposed COMPAS framework.

L While economic and social relationships know
no geopolitical boundaries, policy provisions,
public services, taxing authority, and data, do.
Therefore, county, municipal, and public
service boundaries should be at the basis of
any policy model.

Communities within states share common
constitutional limitations and responsibilities,
and have developed comparable institutions.

Communities with similar economic bases
have similar economic structures. Because of
the importance of climatic, geographic, socia
and political influences, economic bases are
frequently  quite  homogeneous  across
geographic regions.

Communities of similar size and with similar
geographic relationships to nearby larger and
smaller communities, perform similar central
place roles and are likely to exhibit similar
responses to economic (and policy) stimuli.

The fundamental engine for economic growth,
decline, and change at the local leve is
employment. Community impacts are effected
through the labor market which allocates jobs
between the currently unemployed, residents
of nearby communities (incommuters), current
residents who work outside the community

86

(outcommuters), and new entrants to the local
labor market.

Changes in employment, unemployment,
commuting, labor force, population, school
enrollment and income, lead to changesin
housing needs, property tax base, public
service demands, and transfers to households
and loca governments.

These principles guided the estimation and
development of the Virginia Impact Projection (VIP)
model and the Show Me Model for Missouri
communities. Both models are systems of
econometrically estimated equations for rural towns,
counties and cities in the respective states, using both
cross-sectional and time series data. Experience with
the estimation of these models indicates that with
careful selection of variables and functional form,
stable coefficients can be estimated for communities
with a wide variety of sizes and economic bases. Basic
institutional differences cannot be captured with a
single set of parameter edtimates, however.
Furthermore, attempts to apply the model to other states
have underscored the importance of differences in the
structure of public service provision. Therefore, only
states with very similar local government structures will
be candidate for grouping together.

MODEL STRUCTURE

While many different model structures could generate
comparable policy analyses, the COMPAS models will
share a basic structure, The COMPAS models will
based on the assumptions above as well as others about
the way in which rural and small city economies work,
about the way in which local governments make
decisions, and about the conditions under which local
public services are provided. In the following pages,
the first and most simple of the COMPAS models will
be described.

Labor Market Equations

The labor market concept plays a central rolein the
COMPAS models.  The models are built on the
assumption that economic growth is caused largely by
€x0genous increases in employment. This is not to say
that employment at the community level is not
responsive to local conditions but rather, that these
responses will be dealt with as direct changes or shocks
to be introduced to the models. In this simple model,




demand can be viewed as perfectly indastic at the
exogenous level of employment. Total labor supply is
perfectly elastic a the prevailing regiona or nationa
wage level (adjusted for local cost of living, amenities,
etc.). Labor supply is composed of two components:

ExrerNalL.”

EmMPLOYMENT

munbing ? Outcommuting}

€4 7 Labor Force

Community

Employment
*‘j&- Incommuting

External g

[abor Force - g8

Figure I: The Conceptual Labor Market

In- and out-commuters are separated here, rather than
combined into net commuters, because they exhibit
different in preferences for public services, spatia
amenities, occupational characteristics of households,
and because sub-markets for different labor skills
persst  Labor force and incommuters are positive
components of supply and outcommuting is a negaive
component.  Unemployment is a resdud negetive
component of supply. Eliminating wages from the
component supply curves by substituting the inverse
demand curve, as amended, derives the expressons.

This introduces employment (demand) to the supply
components. More formally, the model is developed as
follows:

(09) Xo=Xs,
equates demand and supply (local employment and

employed labor force from dl locations). The demand
curve IS

(2) Xp " f(w),
(where w isthe wage rate) which when inverted
becomes

" 2(Xo).
Decomposing labor supply into its components gives

( 4 ) Xe=Xyy - Xy-Xo+ X,

3 w
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localy employed residents and localy employed
non-residents or incommuters.  Localy employed
residents equals the resident labor force less
unemployed outcommuters. These relationships are
described below in Figure 1.

Each component of supply is a function of employment
and a vector of supply shifters,

(5) X iwZys) ° f(8(Xo)Zis),
6)  Xo=1o(W.Zo) = fo(8(Xp),Zo), and
@ x,= fwZ)" i(gXp)Zy,

where, X, is labor demand (local emplcyment), X iS
labor supply, made up of its components, Xy (resident
labor force), X, (outcommuters), X, (incommuters), and
X, (unemployed), W is the wage rate, and the Zs are
supply shifters for the various components of supply.
Given the discusson and the conceptua model above,
equations 4 through 7 can be expressed as follows in
equations 8 through 11.

®) Unemployed = Labor Force + Incommuters -
Employment - Outcommuters

All three components of |abor supply will be primarily
determined by employment in the location in question.

In addition, they will depend on relative housing
conditions, costs of living, quality of public services,
tax levels, the mix of jobs, and smilar varigbles in the
location of employment, versus dternative locations. A
very important variable in the supply components is
area of the data unit. Smaller units will include fewer
resdent laborers, and define more as outcommunters
and incommuters because the cross the borders of the
unit. Larger units will incorporate more destinations
and residences of workers and, therefore, define more
workers as being localy employed, and thus fewer
outcommuters an d incommuters. In addition,
commuting will depend on the distance between place
of residence and place of work.

) Labor force = flemployment, housing
conditions, cost of living, public services,
taxes, industry mix, areq).

(lo) Outcommuting = femployment, external



employment, external labor force, housing
conditions, cost of living, public services,
taxes, industry mix, area, distance to jobs).

Incommuting = f(employment, external
employment, external labor force, housing
conditions, cost of living, public services,
taxes, industry mix, area, distance to
residence).

Population is hypothesized to be a function of |abor
force and variables that affect the labor force
participation rate and the dependency ratio.

(12) Population = f(labor force, participation rate,
dependency rate),

Where the dependency rate is the ratio of the non-
working population to the working population.

Fiscal Impact Equations

Changesin the tax base and changesin the need for
expenditures  usually — accompany changes in
employment. New employers, employees and
population require expenditures for services and
investments in infrastructure. The demands for public
services by residents depend on such factors as income,
wealth, unemployment, age, and education. As growth
changes these characteristics, the demand per resident
will rise or fal. Furthermore, as a community grows
the average cost of producing public services often
decreases, until al economies of size are captured, and
then increases, when inefficiencies creep in to the
process. Together, the changing demand and efficiency
determinants mean that each economic change will
have a unique effect on needed expenditures.

It is assumed that local governments consider the
demands of their constituents, and provide the desired
level of services at the lowest possible cost. When tax
bases and the demand for expenditures are known, local
governments are assumed to adjust tax rate to balance
their budget.

Following Hirsch (1970 and 1977); Beaton; Stinson;
and Stinson and Lubov; unit cost of public services are
hypothesized to be a fiction of the level, and quality
of services, important local characteristics (input factors
and demand factors), input prices, and the rate of
population growth.  Furthermore, theory suggests that
public services may be subject to increasing, and/or
decreasing returns to size. Based on these theoretical
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relationships local government service expenditures per
capita are hypothesized to be determined as follows:
(13) Expenditures = f(quality, quantity, input
conditions, demand conditions).

For each type of expenditures (public works, police
protection, administration, parks and recreation,
welfare, education, fire protection, etc.) the
independent variables are defined differently. For
education enrollment is the quantity variable, teachers
per thousand students is a quality variable, federal aid
and change in enrollment are input conditions, and
income, real property, and employment are demand
conditions. For police protection, population is the
quantity variable, solved crimes is the quality variable,
percent population in towns, incommuters, and miles to
the nearest metropolitan area are input conditions, and
income and personal property are demand conditions.

Many non-local revenues (from state and federal
agencies) are at least partialy formula driven. Even
when this is not the case, certain local characteristics
may indicate the expected level of these revenues. In
addition, non-local revenues are frequently an inverse
function of the locality’s ability to pay and a direct
function of its degree of political influence. Ability to
pay is usualy related to per capita income, personal
property per capita, and real property per capita.

(14 Non-local aid = f(expenditures, income,

personal property, real property).

Another important source of local revenues is sales tax
revenues. The level of retail sales is primarily a
function of income. This relationship is expected to
change with the size of the locality since larger
localities are usually higher order service centers. The
number of incommuters is also hypothesized to
influence sales because they increase the daytime
population of the community. Sales tax revenues are
hypothesized, therefore, to be:

(15) Sales tax Revenues = f{income, employment,
incommuters).

Other local revenues, other than property taxes, include
licenses, fees, fines, forfeitures, and special
assessments. These revenues are hypothesized to be
related to the level of commercia activity (retail
activity) in the community and the income level. Thus.




(16) Other Tax Revenues = f(Sales tax revenues,

income).

Real property includes both residential and business
property and, therefore, will be influenced by the level
of personal income as well as the size of the economic
base. Both personal and real property are hypothesized
to be positively related to the number of outcommuters
since these families represent a source of wealth that is
not supported by the local economic base.

(17) Real Property = f(income, employment,
outcommuters),
(18) Personal Property = f(income, outcommuters).

There are a number of ways to close this type of mode.
In the case of the VIP modél it is assumed that local
government expenditures are determined first, and real
and personal property tax rates are set to cover those
expenditures not met by non-local aid and sales tax
revenues and other tax revenues. This implicitly
assumes that budgets are balanced each year. An
alternate assumption (the one used in the Show Me) is
that the tax rate remains constant and that economic
changes lead to fisca deficits or surpluses.

THE MODELS APPLIED

To date, the VIP and Show Me models have been
developed for forty to fifty communities. Similar
models have been developed and applied in the several
communities in lowa (Swenson, 1996), Idaho (Fox and
Cooke, 1996) and Wisconsin (Deller and Shields,
1996). Local advisory committees are usualy
appointed to review the baseline projections, help form
the scenarios, review the model’s projection, and to
help interpret the results. The models have been used
for a variety of purposes including analyses of
annexations, jurisdictional mergers, new industries,
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existing industries, industry  closures, university
rescarch  parks, shopping centers, residentia
developments, location of industrial sites and, and
general development strategies. They have also been
used for goal planning for several communities. Goal
planning with the models is achieved by estimating the
conditions necessary to bring about a desired set of
termina conditions.

The moddls have generally been popular with local and
state governments.  Policy makers are generally
somewhat skeptical until they come to appreciate the
information generated and become more confident in
the projections. Repeat users of the model’s
projections especially like the comparability of the
results from case to case, and across communities.

DISCUSSION

The devolution of policy decisions from central to local
control will bring communities many new opportunities
and many significant new challenges. Especially those
that are small or otherwise disadvantaged may now
need the capacity to assess the future impacts of a
variety of expected or proposed changes. The
Community Policy Analysis System is one approach
for rural development researchers to assist in
developing that capacity.

COMPAS models now exist in at least five states.
Preliminary plans are now in place to extend that to
seven, fifteen, and ultimately twenty-five states over
the next three years. In the next six months, researchers
involved in this initiative will review, refine and test the
conceptual framework of the COMPAS models and
specify data and research standards that will make
results from these models comparable and compatible.
If resources are available, these researchers will form a
network designed to provide analysis of the
community impacts of local, state and federa policy
alternatives.
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PROJECTIONS OF REGIONAL ECONOMIC AND DEMOGRAPHIC IMPACTS
OF FEDERAL POLICIES

Glenn L. Nelson. Chair. Regional Analysis Work Group
.Rural Policy Research Ingtitute, University of Missouri, Columbia, Missouri 65211

Improved information on the regional impacts of
federal policies would address an important need of
decision makers, including citizens who make their
political choices seriously. Regional variations in the
demographic and economic environment lead to
regional variations in the impacts of federa policies.
For example. the percentage of the population that is
elderly and that is poor varies by region; many
programs use age and income as factors in
determining eligibility and payments. Looking at
another important example, regional economies vary
in the importance of new investment and of
international competition; the change in the real
interest rate due to changes in the federa budget
deficit will have different impacts in different regions.
Little is known about these regiona variations because
few analysts are studying them.

The objective of the work described in this paper
is to provide estimates of the regional demographic
and economic impacts of current and proposed federal
policies. The primary audience consists of decision
makers and their staffs at the federal level. An
important secondary audience consists of state and
local decision makers and of citizens who seek
information on federal policies in order to influence
policy in an informed manner. Another important
audience consists of researchers who seek better
methods of sub-national analyses and improved data.

The remainder of this paper will address the
research design for this project, the explicit inclusion
of the federal budget deficit, model solution
procedures, Medicare and Medicaid data, a
preliminary baseline solution, and analyses of
alternative policies.

Research Design

This research produces information on sub-
national regions as traditionally defined and on county
groupings representing the rural-urban continuum.
The four sub-national regions used in the analysis are
shown in Figure 1. They follow the boundaries of four
Rura Development Centers who are clientele for this
work. A larger number of smaller sub-national
regions would be desirable, but the use of only four
regions is not a major problem at this stage of the
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Figure 1. RUPRI Sub-National Regions

North
Central P

West

research.

The counties within each sub-national region are
partitioned into four categories representing the rural-
urban continuum. Nonrnetropolitan counties not
adjacent to a metropolitan area makeup the most rural
category. Nonrnetropolitan counties adjacent to a
metropolitan area make up arural category which is
less remote from a large urban concentration than
other nonrnetropolitan counties, The central cities of
the 32 largest metropolitan areas are represented by 62
densely populated counties and are the most urban
category. The remaining metropolitan counties make
up aless densely settled urban category.

These categories are proving to be workable, but
they have significant problems. | would prefer a
definition that treats rura and urban as partitions on a
symmetrical continuum rather than the current out-
dated, urban-centered definition of metropolitan and
nonmetropolitan. | am currently exploring the
suggestion of John Adams to use relative density
within the nation and state, to which | would add a
third factor of relative density within a sub-national
region such as those in Figure 1.

Severd large counties of mixed rural-urban
character lessen the distinctions between the
categories. For purposes of analyses, we should
partition six large counties in southern California and
the four large counties containing Duluth, Phoenix,
Reno, and Tucson into their rural and urban parts. We



could then treat each part in exactly the same way as
we treat other counties in the analysis.

The combination of four sub-national regions and
four categories on the rural-urban spectrum yields
sixteen county groupings. These are the geographic
units of analysis. The counties within each grouping
do not forma contiguous set which makes this
framework different from most other regional studies.
Table 1 presents a few descriptive statistics on the
county groupings.

Table 1. Selected Descriptive Statistics on the RUPRI
County Groupings, percent of U.S.

Population ( 1994)
NE. South N.C. West Tota
Nonmetro 27 83 63 32 205
Not Adjacent 09 34 29 19 9.1
Adjacent 1.7 50 33 14 114
Metro 202 234 173 186 795
Not CenCity 135 176 106 100 516
Centra City 6.7 58 6.7 86 279
Tota 229 317 236 21,8 1000
Area (saquare miles
NE. South N.C. wed Totd
Nonmetro 33 175 175 425 809
Not Adjacent 1.5 86 11.8 353 573
Adjacent 18 89 57 72 236
Metro 23 61 37 70 191
NotCen City 2.2 58 35 6.4 180
Central City 01 03 02 06 12
Tota 56 23.6 21.2 495 100.0
counties and County Equivalents
NE. South N.C. West Tota
Nonmetro 47 305 266 119 738
Not Adjacent 20 145 16.7 89 421
Adjacent 27 160 99 31 317
Metro 49 114 171 29 262
Not Cen City 43 108 6,6 26 242
Centrad City 06 06 05 0.3 2.0
Tota 96 419 337 149 100.0
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This work emphasizes insights on the spatial
impacts of federal policies. The Rura Policy Research
Institute (RUPRI) utilizes the work of other credible
sources on national impacts in order to conserve scarce
resources and to avoid conflicts peripheral to RUPRI’s
primary mission. We use the demographic projections
of the U. S. Bureau of the Census and the economic
and budget projections of the Congressional Budget
Office (CBO) for assumed national totals (Day;
Congressional Budget Office).

RUPRI purchases the service of building and
maintaining the sixteen models for the county
groupings from Regional Economic Models. Inc.
(REMI) We adopted this approach because we prefer
to have RUPRI staff focused on policy analysis and
because an established outside vendor could deliver
operational models with short notice and on time. The
REMI modeling framework is described in Treyz and
is widely recognized as one of the best systems for
guantitative regional analyses. The models include
integrated demographic and economic components.
They are a hybrid of input-output, econometric and
selected computable equilibrium characteristics. They
estimate a series of annua solutions rather than utilize
benchmarks. The sixteen models solve interactively
with labor moving to county groupings with higher
expected returns to labor and with capital flowing to
county groupings with high expected returns to
investment. The aggregate solution for the U.S. is the
sum of the county groupings, that is, the solution is
“bottom up” rather than “top down”.

RUPRI has chosen to purchase REMI models
employing the standard 14 industrial sectors at the
single-digit SIC code level. We would prefer 53 sector
models-the next step up in the REMI options--except
that, with current resources, we prefer to constrain the
funds devoted to model purchases in order to devote
them to activities directly focused on policy analyses.
The major advantage of the 53 sector option to us
would bean explicit medical services industry.
Because much of the health sector is subsumed within
the government sector, however, the 53 sector option
is not as big of improvement as casual observers might
expect. With both the 14 and 53 sector models the
analyst must carefully specify, external to the model,
the sectors being affected by health policy changes.

Incor porating the Federal Budget Deficit

Changesin federa policies typically include two
complementary facets. The degree to which both are
visible varies from case to case. One facet is the
change in a specific program of interest, such as
Medicare or Medicaid The other facet is the change




in the federal fiscal situation and programmatic mix
which accompanies the specific program at the center
of the discussion. For example, a cut in projected
Medicare expenditures is associated with a
combination of alower federal budget deficit, lower
federal taxes, and increased spending on other federal
programs.

Good policy analysis should take into account
both facets. Ignoring one facet reduces the scientific
rigor of the analysis and leads to erroneous estimates.
In addition, citizens and decision makers differ in the
relative importance they place on the facets. An
analyst who ignores, for example, the positive effects
of deficit reduction while fining on the negative
effects of cuts in projected Medicare spending is
appropriately viewed as adopting a partisan stance. In
RUPRI we seek a long term, constructive, non-partisan
engagement with decision makers.

Many local and regional policy analyses have
violated this principle. A lack of attention to the
effects of changes in the federal budget deficit has
been a particular. important problem in many cases.

One of the important strengths of the RUPRI
analysis is that it accounts for changes in the federal
budget deficit. This is especially important in policy
analyses of proposals to lower projected federal budget
deficits by cutting projected entitlement spending on
the baby boom population when its members become
eligible for programs targeted on the elderly.

The particular manner in which RUPRI
incorporates the federal budget deficit is applicable to
many other modeling situations. The REMI model
does not have an explicit federal fiscal component.
The effects of federal fiscal actions consistent with
existing policies (the “basdling” solution) are
incorporated as follows. (The table references in the
remainder of this paragraph refer to Council of
Economic Advisers. These tables illustrate the
identity being discussed and provide historical data.)
First. CBO estimates of nationad GDP and of the
federal budget deficit are adopted as RUPRI
assumptions. Second we in RUPRI estimate national
gross saving by major component for each year in the
projection period. These components include the
federal budget deficit. federal consumption of fixed
capital. state and local government saving. personal
saving. and gross business saving (Table B-30).

Third, we estimate the components of national
gross investment: gross private domestic investment,
gross government investment. net exports. and net
foreign investment other than net exports (Tables B-22
and B-3 1). Fourth. having now estimated the
investment and net export portions of GDP, we
estimate how the remaining portion is divided between
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consumption and government. taking into account the
previously estimated gross government investment
(Tables B-1 and B-18). In conclusion, the estimates of
consumption, investment, government, and net exports
are the variables that reflect RUPRI assumptions with
regard to the federal budget deficit-as well as
numerous other matters.

The analysis of a proposed policy alternative
proceeds analogously to the above procedure. The
change in the federal budget deficit as well asthe
programmatic change are introduced explicitly in the
formulation of macroeconomic assumptions. In
general, this explicit consideration of the change in the
federal budget deficit leads to the conclusion that the
policy change affects every component of GDP, and
often total GDP as well.

Consistent National and Sub-National Solutions

The sixteen models for the county groupings must
be solved in a manner that preserves the rigor of the
structure within the models driving the solution (that
is, the rigor of a “bottom up” approach) and that also
incorporates the assumptions with respect to national
GDP by major component. This is accomplished by
solving the system of sixteen models iteratively,
making changes in selected assumptions in the models
in each iteration, until the summations from the
sixteen models match the assumed national totals.

In dlightly more detail, the solution procedure
flows as follows. First, assumptions are made in the
models with respect to demographic variables such as
birth rates, death rates, and immigration and with
respect to economic variables such as labor force
participation. productivity, exports. imports, and
government spending that we believe will lead to
national demographic and economic outcomes
consistent with our assumptions. Second, we solve the
models as an interactive system and compute sums
over the sixteen models to derive national totals.

Third we compare the output of the models with our
assumptions. If the output is consistent with our
assumptions. we have a satisfactory solution which we
proceed to analyze. If the output differs significantly
from our assumptions with regard to national totals,
we return to step one noted above,

Medicare and Medicaid Data

RUPRI scientists are analyzing Medicare and
Medicaid policies because of their importance to the
nation, their rapid growth since inception, and their
rapid projected growth in the future--especially when
the members of the post-war baby generation become



eligible. The analysis of policy alternatives has been
slowed by the poor quality of the data.

RUPRI has contributed significantly to a marked
improvement in readily accessible county-level
Medicare data. When RUPRI regional scientists
began work on Medicare in 1994, they found that the
county-level data from the Consolidated Federal Funds
Report, originally estimated by the Health Care
Financing Administration (HCFA) and disseminated
by the U.S. Bureau of the Census, were poorly
documented and inaccurate. These Medicare
estimates were also used by the Bureau of Economic
Analysis (BEA) in estimating “medical transfer
payments’ in the Regional Economic Information
System (REIS). Working with the Office of the
Actuary in HCFA, RUPRI developed a superior
county-level data base and disseminated it in 1995
(Nelson and Braschler). BEA began utilizing these
higher quality Medicare data in REIS with the release
of its county-level CD-ROM in September 1997
(Bureau of Economic Analysis). This recent release
also marks the first occasion in which BEA is
disseminating an explicit Medicare series, in contrast
to the previous practice of issuing an aggregate total
containing Medicare and other medical transfers. The
Census Bureau has not changed its sources and
methods as of early September 1997.

The available county-level Medicaid data are
needlessly inaccurate. As of September 1997 the best
source of county-level Medicaid payments is the BEA
CD-ROM (Bureau of Economic Analysis). BEA
obtains these data through direct contacts with
individual states. BEA has actua county-level data on
34 states of which 26 are up-to-date (Bureau of
Economic Analysis, Table F). For those states not
providing data, BEA estimates county payments using
the distribution of AFDC payments, which is likely
inaccurate because the mgjority of Medicaid payments
go to the elderly population rather than the AFDC
population,

HCFA manages the Medicaid Statistical
Information System (MSIS) project which currently
includes 34 states, The recent balanced-budget
legislation contains a provision requiring all states to
participate in the MSIS project, so this information
source will be increasingly complete as time passes,
The MSIS records include a county identifier and
could be used to produce county-level data. HCFA has
declined to produce these data in its responses to
RUPRI requests.

The needed next step to improve our county
Medicaid data base is for HCFA to compile county-
level Medicaid payment data for those states in the
MSIS project and to provide the data to BEA. BEA
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could then incorporate these data in its REIS CD-
ROM which is distributed widely at low cost. If this
were done, the BEA would lack actua county-level
Medicaid for only seven states--and this gap would
decline in the future as the MSIS project expands, So
long as the gap in coverage exists, a better county
estimation procedure should be developed for those
states not supplying county data to either HCFA or
BEA.

As is often the case, improvements in the
information base underlying the analysis of policies
have been an important component of good policy
anaysis.

Basdine Solution

Elements of the initial baseline solution from the
current models and methods are displayed in Tables
2-6, (A baseline from an earlier, smpler model
without explicit attention to the federal budget deficit
was published in 1995; see Braschler, Nelson, and
Van der Shuis.) This baseline was estimated using the
CBO current policy projections as of January, 1997
(CBO). These initial projections are of interest
primarily because they help us to understand and
critique the models.

Theinsights of informed, concerned people must
be solicited and then incorporated into the estimates
before the baseline becomes an insightful tool for
policy purposes. This has not yet occurred with this
baseline. The baseline will change significantly in
subsequent revisions in order to reflect the consensus
of experts as well as to incorporate updated CBO
projections. Readers should keep these points in mind
as they review the results in Tables 2-6. | solicit and
welcome feedback from readers who have comments
on the results.

| will not attempt a summary of the projections in
this paper, The following are three, related features
that surprise me and warrant further attention. The
relative competitive position of central citiesis
projected to improve markedly, especialy in the
Northeast and North Centra regions. The projected
changes in manufacturing jobs are often markedly
different from recent trends. The ratios of variables
such as jobs to population and income to gross product
change in ways not consistent with recent trends.

Wein RUPRI find it intellectually and practicaly
satisfying that the critique of these projections must
include experts on trends in urban areas, and
especidly in central cities, if we are to gain insights on
likely trends in rural areas. Regional economic and
demographic changes are typically the result of
relative shifts in causal variables in multiple regions
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Table 2. Projected Population Assuming Current Policies Continue, 1987-2005

Area

United States

Rural-Urban County Groupings of the U.S.

Nonmetro Not Adjacent to Metro
Nonmetro Adjacent to Metro
Metro Other Than Central City
Central City of Large Metro

Sub-National Regions of the U.S.
Northeast
South
North Central
West

County Groupings by Rurality and Region
Nonmetro Not Adjacent to Metro
Northeast
South
North Central
West
Nonmetro Adjacent to Metro
Northeast
South
North Central
West
Metro Other Than Central City
Northeast
South
North Central
West
Central City of Large Metro
Northeast
south
North Central
West

Population (thou. )

Population as a % of U.S.

Pop. Change (%)

1987

242,321

22,866
28,127
121,939
69,389

58,006
75,520
59,026
49,769

2,336
8,564
7,576
4,390

4,343
12,298
8,412
3,074

33,493
40,659
25,830
21,956

17,834
14,000
17,208
20,348

1996

265,408

23,623
30,065
138,134
73,586

60,184
84,912
61,909
58,403

2,358
8,772
7,621
4,872

4,620
13,006
8,727
3,712

35,626
47,427
28,113
26,968

17,580
15,707
17,448
22,851

2005
286,454

23,709
30,994
152,331
79,420

63,716
93,001
63,792
65,945

2,332
8,784
7,459
5,134

4,890
13,276
8,655
4,173

38,178
53,272
29,497
31,385

18,317
17,669
18,182
25,252

1987

100.00

9.44
1161
50.32
28.64

2394
3117
24.36
20.54

0.96
3.53
3.13
181

179
5.08
3.47
127

13.82
16.78
10.66

9.06

7.36
5.78
7.10
8.40

1996
100.00

8.90
11.33
52.05
27.73

22.68
31.99
23.33
22.00

0.89
331
2.87
184

1.74
4.90
3.29
1.40

13.42
17.87
10.59
10.16

6.62
5.92
6.57
8.61

2005

100.00

8.28
10.82
53.18
27.73

22.24
32.47
22.27
23.02

0.81
3.07
2.60
1.79

171
4.63
3.02
1.46

13.33
18.60
10.30
10.96

6.39
6.17
6.35
8.82

1996/1 987 2005/1996

9.53

3.31
6.89
13.28
6.05

3.75
12.44
4.88
17.35

0.94
243
0.59
10.98

6.38
5.76
3.74
20.75

6.37
16.65
8.84
22.83

-1.42
12.19

1.39
12.30

7.93

0.36
3.09
10.28
7.93

5.87
9.53
3.04
12.91

-1.10
0.14
-2.13
5.38

5.84
2.08
-0.83
12.42

7.16
12.32
4.92
16.38

4.19
12.49
4.21
10.51
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Table 3. Projected Gross Product Assuming Current Policies Continue, 1992 dollars, 1987-2005

Gross Product (bil.) Gross Product as a % of U.S. Gr. Prod. Change (%)
Area 1987 1996 2005 1987 1996 2005 1996/1 987 2005/1 996
United States 5,677.4 6,908.5 8,320.3 100.00 100.00 100.00 21.68 20.44
Rural-Urban County Groupings of the U.S.
Nonmetro Not Adjacent to Metro 402.5 511.9 594.3 7.09 7.41 7.14 27.18 16.10
Nonmetro Adjacent to Metro 482.1 611.1 714.9 8.49 8.85 8.59 26.76 16.99
Metro Other Than Central City 2,698.5 3,405.8 4,117.3 47.53 49.30 49.48 26.21 20.89
Central City of Large Metro 2,094.2 2,379.6 2,893.8 36.89 34.44 34.78 13.63 21.61
Sub-National Regions of the U.S.
Northeast 1,450.2 1,647.2 1,975.6 25.54 23.84 23.74 13.58 19.94
South 1,679.1 2,120.4 2,523.1 29.58 30.69 30.32 26.28 18.99
North Central 1,333.4 1,628.5 1,939.6 23.49 23.57 23.31 22.13 19.10
west 1,214.7 1,512.4 1,882.0 21.40 21.89 22.62 24.51 24.44
County Groupings by Rurality and Region
Nonmetro Not Adjacent to Metro
Northeast 40.3 48.9 57.9 0.71 0.71 0.70 21.34 18.40
South 146.3 181.8 209.1 2.58 2.63 2.51 24.27 15.02
North Central 130.9 167.3 194.0 231 2.42 2.33 27.81 15.96
west 85.0 113.9 133.3 1.50 1.65 1.60 34.00 17.03
Nonmetro Adjacent to Metro
Northeast 78.1 94.2 114.2 1.38 1.36 1.37 20.61 21.23
South 208.7 259.8 296.0 3.68 3.76 3.56 24.48 13.93
North Central 139.7 182.9 215.0 2.46 2.65 2.58 30.92 17.55
west 55.6 74.2 89.7 0.98 1.07 1.08 33.45 20.89
Metro Other Than Central City
Northeast 790.7 935.7 1,126.4 13.93 13.54 13.54 18.34 20.38
South 896.0 1,152.8 1,378.1 15.78 16.69 16.56 28.66 19.54
North Central 549.4 694.7 833.8 9.68 10.06 10.02 26.45 20.02
west 462.5 622.6 779.0 8.15 9.01 9.36 34,62 25.12
Central City of Large Metro
Northeast 541.1 568.3 677.1 9.53 8.23 8.14 5.03 19.14
South 428.1 525.9 639.9 7.54 7.61 7.69 22.85 21.68
North Central 513.4 583.6 696.8 9.04 8.45 8.37 13.67 19.40
west 611.6 701.8 880.0 10.77 10.16 10.58 14.75 25.39
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Table 4. Projected” Jobs Assuming Current Policies Continue, 1987-2005

Area

United States

Rural-Urban County Groupings of thel.S
Nonmetro Not Adjacent to Metro
Nonmetro Adjacent to Metro
Metro Other Than Central City
Central City of Large Metro

Sub-National Regions of the U.S.
Northeast
South
North Central
West

County Groupings by Rurality and Region
Nonmetro Not Adjacent to Metro
Northeast
south
North Central
West
Nonmetro Adjacent to Metro
Northeast
South
North Central
West
Metro Other Than Central City
Northeast
South
North Central
west
Central City of Large Metro
Northeast
South
North Central
West

Jobs (thou. )

Jobs as a % of U.S.

Jobs Change (%)

1987

129,995

10,803
12,547
63,617
43,028

32,020
39,221
31,535
27,220

1,064
3,807
3,794
2,138

2,000
5,305
3,846
1,396

18,154
21,237
13,201
11,025

10,802

8,872
10,694
12,660

1996

148,892

12,472
14,426
75,382
46,612

33,779
46,701
36,146
32,266

1,187
4,285
4,313
2,687

2,210
6,019
4,437
1,760

19,711
26,030
15,707
13,934

10,671
10,368
11,688
13,886

2005

166,342

13,229
15,401
84,874
52,838

37,781
51,431
39,461
37,670

1,291
4,439
4,520
2,979

2,480
6,246
4,680
1,995

22,046
29,051
17,385
16,391

11,963
11,695
12,875
16,305

1987

100.00

8.31
9.65
48.94
33.10

24.63
30.17
24.26
20.94

0.82
2.93
2.92
1.64

1.54
4.08
2.96
1.07

13.97
16.34
10.16

8.48

8.31
6.82
8.23
9.74

1996

100.00

8.38
9.69
50.63
31.31

22.69
31.37
24.28
21.67

0.80
2.88
2.90
1.80

1.48
4.04
2.98
1.18

13.24
17.48
10.55

9.36

717
6.96
7.85
9.33

2005

100.00

7.95
9.26
51.02
31.76

22.71
30.92
23.72
22.65

0.78
2.67
2.72
1.79

1.49
3.75
2.81
1.20

13.25
17.46
10.45

9.85

7.19
7.03
7.74
9.80

1996/1 987 2005/1 996

14.54

15.45
14.98
18.49

8.33

5.49
19.07
14.62
18.54

11.56
12.56
13.68
25.68

10.50
13.46
15.37
26.07

8.58
22.57
18.98
26.39

-1.21
16.86
9.29
9.68

11.72

6.07
6.76
12.59
13.36

11.85
10.13

9.17
16.75

8.76
3.59
4.80
10.87

12.22
3.77
5.48

13.35

11.85
11.61
10.68
17.63

121
12.80
10.16
17.42
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Table 5. Projected Total Personal income Assuming Current Policies Continue, 1992 dollars, 1987-2005

Total Personal Income (bil.} Personal Income as a % of U.S. Income Change (%)
Area 1987 1996 2005 1987 1996 2005 1996/1987 2005/1996
United States 4,700.1 57114  6,764,7 100.00 100.00 100.00 21.52 18.44
Rural-Urban County Groupings of the U.S.
Nonmetro Not Adjacent to Metro 329.7 395.6 441.7 7.01 6.93 6.53 19.98 11,66
Nonmetro Adjacent to Metro 423.0 510.3 579.9 9.00 8.93 8.57 20.64 13.64
Metro Other Than Central City 2,394.4 2,988.4 3,576.2 50.94 52.32 52.87 24.81 19,67
Central City of Large Metro 1,553.1 1,817.1 2,166.9 33.04 31.82 32.03 17.00 19.25
Sub-National Regions of the U.S.
Northeast 1,286.7 1,496.6 1,754.7 27.38 26.20 25.94 16,31 17.25
South 1,289.6 1,639.2 1,931,2 27.44 28.70 28.55 27.11 17.81
North Central 1,111.9 1,323.1 1,517.3 23.66 23.17 22.43 19.00 14.68
West 1,011.9 1,252.5 1,561.4 21.53 21.93 23.08 23.78 24.66
County Groupings by Rurality and Region
Nonmetro Not Adjacent to Metro
Northeast 35.1 41.0 46.6 0.75 0.72 0,69 16.80 13.75
South 112.3 134.7 148.4 2.39 2.36 2.19 20.01 10.15
North Central 116.2 134.3 145.7 2.47 2.35 2.15 15.52 8.54
west 66.1 85.6 100.9 141 1.50 1.49 29.48 17.91
Nonmetro Adjacent to Metro
Northeast 74.0 86.3 100.9 1.58 151 1.49 16.57 16.92
South 168.9 207.3 231.3 3.59 3.63 3.42 22.73 11.58
North Central 131.7 153.7 170.9 2.80 2.69 2.53 16.70 11.17
West 48.2 62.9 76.7 1.03 1.10 1.13 30.35 21.99
Metro Other Than Central City
Northeast 756.7 888.0 1,046.2 16.10 15.55 15.47 17.35 17.81
South 715.1 931.5 1,112,6 15.21 16.31 16.45 30.27 19.44
North Central 488.0 598.7 698.0 10.38 10.48 10.32 22.69 16.60
West 434.7 570,2 719.4 9.25 9.98 10.63 31.16 26.16
Central city of Large Metro
Northeast 421.0 481.3 560.9 8.96 8.43 8.29 14.32 16.56
South 293.3 365.7 438.9 6.24 6.40 6.49 24.65 20.02
North Central 376.0 436.4 502.7 8.00 7.64 7.43 16.08 15.19

West 462.8 533.8 664.3 9.85 9.35 9.82 15.35 24.45
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Table 6. Projected Manufacturing Jobs Assuming Current Policies Continue, 1987-2005

Manufacturing Jobs (thou. ) Mftg Jobs as a % of U.S. Mftg Jobs Change (“A)
Area 1987 1996 2005 1987 1996 2005 1996/1 987 2005/1 996
United States 19,575 18,841 17,966 100.00 100.00 100.00 -3.75 -4.64
Rural-Urban County Groupings of the U.S.
Nonmetro Not Adjacent to Metro 1,615 1,787 1,741 8.25 9.48 9.69 10.65 -2.57
Nonmetro Adjacent to Metro 2,438 2,625 2,511 12.45 13.93 13.98 7.67 -4.34
Metro Other Than Central City 9,800 9,516 8,954 50.06 50.51 49.84 -2.90 -5.91
Central City of Large Metro 5,722 4,914 4,759 29.23 26.08 26.49 -14.12 -3.15
Sub-National Regions of the U.S.
Northeast 32,020 33,779 37,781 163.58 179.28 210.29 5.49 11.85
South 39,221 46,701 51,431 200.36 247.87 286.27 19.07 10.13
North Central 31,535 36,146 39,461 161.10 191.85 219.64 14.62 9.17
west 27,220 32,266 37,670 139.05 171.25 209.67 18.54 16.75
County Groupings by Rurality and Region
Nonmetro Not Adjacent to Metro
Northeast 1,064 1,187 1,291 5.44 6.30 7.19 11.56 8.76
South 3,807 4,285 4,439 19.45 22.74 24.71 12.56 3.59
North Central 3,794 4,313 4,520 19.38 22.89 25.16 13.68 4.80
west 2,138 2,687 2,979 10.92 14.26 16.58 25.68 10.87
Nonmetro Adjacent to Metro
Northeast 2,c00 2,210 2,480 10.22 11.73 13.80 10.50 12.22
South 5,305 6,019 6,246 27.10 31.95 34.77 13.46 3.77
North Central 3,846 4,437 4,680 19.65 23.55 26.05 15.37 5.48
west 1,396 1,760 1,995 7.13 9.34 11.10 26.07 13.35
Metro Other Than Central City
Northeast 18,154 19,711 22,046 92.74 104.62 122.71 8.58 11.85
South 21,237 26,030 29,051 108.49 138.16 161.70 22.57 11.61
North Central 13,201 15,707 17,385 67.44 83.37 96.77 18.98 10.68
west 11,025 13,934 16,391 56.32 73.96 91.23 26.39 17.63
Central City of Large Metro
Northeast 10,802 10,671 11,963 55.18 56.64 66.59 -1.21 12.11
south 8,872 10,368 11,695 45.32 55.03 65.10 16.86 12.80
North Central 10,694 11,688 12,875 54.63 62.03 71.66 9.29 10.16
west 12,660 13,886 16,305 64.67 73.70 90.75 9.68 17.42



and thus cannot be analyzed correctly in isolation.
Rural and urban are intimately related. Our analytic
frameworks and our mental world images should
reflect this.

Analyses of Alternative Policies

Wein RUPRI have not yet applied the current
version of the models to the analysis of policy
alternatives. We are preparing to do a simulation of
Medicare cuts used to lower the federal budget deficit
or federal taxes. | am currently studying the degree to
which rural beneficiaries of Medicare purchase the
services of urban health providers. This information
will bean important input into the appropriate spatial
allocation of the direct impacts of Medicare cuts.

At this point we know, as shown in Table 7, that
Medicare payments tend to equal a larger proportion
of personal income in rural than urban aress,
Medicare payments in Table 7 are alocated to the
residence of the beneficiaries in contrast to the
location of the provider, These results suggest that
cuts in Medicare projected spending will have greater
adverse effects in rura than urban areas. However,
the forces associated with the final outcome are
sufficiently complex, as outlined in this paper, that the
results of the analysis are not a foregone conclusion.
Decision makers need this information. We should
provide it to them.

Table 7. Medicare Payments Relative to Personal
Income, 1993, percent

SubNational Region of the U.S.

N.E. South N.C. West Total
Nonmetro 325 405 329 294 353
Not Adjacent 3,18 404 344 245 342
Adjacent 329 405 316 3,74 361
Metro 266 264 234 222 248
Not Cen City 247 277 227 209 245
Centra City 298 232 243 235 254
Total 271 295 254 2.30 2.65

Sour ces: Medicare payments from Office of the
Actuary, HCFA, With further manlﬁulatlons by
RUPRL, personal income from BEA.
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FORECASTING FARM NONREAL ESTATE LOAN RATES:
THE BASIS APPROACH

Ted Covey
Economic Research Service
U.S. Department of Agriculture

“Basis” is the difference between a commodity’s cash
price for immediate local delivery (spot price) and its
nearby futures price:

(1) BASIS = SPOT PRICE - FUTURES PRICE

There exist as many bases as there are local cash
markets for that commodity. Given that futures-cash
price relationships change daily, a commodity’s basis
has both a regional and temporal aspect, differing with
respect to time and location. The futures price is that
commodity’s nearby futures price which will expire at
least one month following the month of occurrence of
the local spot price.

Farmers will use their average basis for a particular
period to make a forecast of their future basis, called the
expected basis. For example, if the average local basis
for the past three years (1994, 1995, and 1996) for the
first week in August was 103 cents per bushel, then the
expected basis for the first week of August 1997 for that
local cash market is 103 cents per bushel. Methods of
calculating the average and therefore expected basis
vary; and there is no empirically demonstrated superior
approach.

On the day of the forecast, the farmer uses that day’s
settle futures price FP for the delivery month
immediately following the anticipated future marketing
month and adds his expected basis E(B) to calculate a
predicted spot price E(SP):

(2)  E(SP)=FP+E(B)

For example, suppose on May 1, 1997, a farmer wishes
to forecast his loca spot price for corn for the first week
November 1997, a possible marketing date. If his past
average basis for the first week in November is -7 cents
per bushel and the May 1, 1997 corn settle futures price
for December 1997 delivery is 269 cents per bushel,
then his forecasted spot price for the first week in
November 1997 is:

262 cents/bu. = 269 cents/bu. -7 cents/ bu.

This approach has been advocated and extensively used
to forecast agricultural product prices (Peck; Hauser et
a.; Irwin et a.; Liu et a; Howard; McDonald and Hein;
Kamara; Fama and French; French).

This paper will evaluate whether this approach may be
useful in forecasting the price of debt in agricultural
credit markets.

Method

Using the basis forecast approach developed in
commodity markets as an analogy, the equation for
forecasting interest rates on farm loansiis:

3) E(LR)= FY + E(B)

or the expected farm loan rate E(LR) is equa to the
yield calculated from the nearby interest rate futures
price FY plus the expected nearby basis E(B).

Data for spot prices will consist of quarterly average
effective interest rates on new nonreal estate farm loans
(al loans) made by commercial agricultural banks.
Agricultural banks are those that have a proportion of
farm loans (both real plus nonreal estate) to total loans
that is greater than the unweighed average of all
commercia banks (usually around 16%) from 1977-
1994. These rates are taken from a quarterly survey
conducted by the Federal Reserve on the first full week
of the second month of each quarter.

The nearby futures price consists of the expected yield
calculated from the settle price for the U.S. T-hill
futures contract (International Monetary Market of the
Chicago Mercantile Exchange) for delivery in the
month following the month of the Fed's farm loan rate
survey. This settle futures price and yield is based on
the average settle futures price for the 5 days of the first
full week of the second month of each quarter,
concurrent with the Fed's survey. For a simple example
of the method of calculating the expected futures yield
FY see Chance pp. 302-304.

A basis series for each quarter is calculated by
subtracting the interest rate on nonreal estate loans for a
particular quarter from the expected futures yield
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calculated for that quarter. The historical basis series is
then used to calculate an average and therefore expected
basis E(B) series.

Two methods of calculating the average basis will be
used; each generating a different expected basis and
therefore a different expected loan rate. The first
approach will calculate the expected basis as an average
of the four bases for the four quarters previous to the
forecasted quarter. For example, the average of the
bases of the four quarters for 1990 is used as the
expected basis for the first quarter of 1991.

The second approach uses last year's actual or realized
basis for the same quarter as the expected basis for that
quarter this year. For example, the basis observed in the
first quarter of 1990 is the expected basis for the first
quarter of 1991.

These two approaches are based on commonly used
methods of calculating an expected basis in agricultural
commodity markets.

As an example of calculating an expected loan rate
E(LR) for the next quarter, assume it is the third week
in October 1994 and the frost approach is used to
calculate an expected basis E(B). If in the fourth
quarter of 1994 the average of the last 4 quarters’ (i.e.
all 4 quarters of 1994) bases is 2.85% (= E(B)) and the
settle future price on that day for March 1995 T-hills
gives ayield of 5.75% (= FY), then that day’ forecast
for the 1995 first quarter loan rate E(LR) is:

8.6%= 5.75% + 2.85%

The two different approaches to calculating an expected
basis allowing testing two different futures or basis
forecasting models. The forecasts generated by these
two basis models (BAVG and BLAG) will be contrasted
to forecasts issued by: 1) NAIVE: a naive model where
next quarter’s loan rate is the same as this quarter’s; 2)
TREND: a“trend is your friend” model where next
guarter's loan rate is equal to this quarter’s loan rate
plus the change between this quarter and last quarter;
and 3) COMP: a composite model with it's forecasts
generated as an unweighed average of the forecasts of
the four other models.

The NAIVE and TREND models rely solely on
information contained in cash prices. The two basis
models rely on the relationship between the cash and
futures market. Comparing the forecast errors between
the cash only (NAIVE and TREND) vs. cash and
futures (BLAG and BAVG) models allows a test of

whether futures can contribute to price discovery in
farm loan markets.

A total of 68 out-of-sample forecasts will be issued by
each of the 5 forecast models starting with the first
quarter of 1978 through the fourth quarter of 1994.

Forecast accuracy will be evaluated by standard
statistical methods: root mean squared error (rinse),
mean absolute error (mae), mean absolute percentage
error (mape), mean forecast error (mfe), and the range
of the forecast error of each model (range).

Results

Table 1 shows the rankings of the 5 different models
based on the different statistical results calculated using
the 68 out-of-sample forecasts generated by each model
for the period 1978:1-1994:4.

The BAVG model (the model which used a moving
average of the past four quarterly bases as the expected
basis) issued the “best” forecasts based on three of the
five forecast criteria: range, rinse, and mape. The
TREND modd placed first in mfe, and the composite
model placed first on the basis of mae.

With all 5 forecast criteria are considered together
(averaged and assigned equal weights), COMP issues
the best forecasts, while the best-performing futures
model BAVG till outperforms the best performing
nonfutures model NAIVE.

Conclusions

The superior forecast performance of the model relying
on futures information BAVG over the best forecast
model relying solely on information in cash prices
NAIVE suggest that futures plays a price discovery role
in farm loan markets.

Future research should consider the role of interest rate
expectations in affecting farmer financial decision-
making, the costs to farmers of forecast error, and how
forecasts relying on futures might reduce those costs by
generating better-informed credit decisions.
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Table 1. Rankings of Forecast Models

Models
NAIVE TREND BAVG BLAG COMP
Criteria:

range 2 5 ! 4 3
rrnse 3 5 | 4 2
mfe 4 ! 5 3 2
mae 2 4 3 5 1
mape 3 4 ! 5 2
overall 3 4 2 5 !

The “overdl” criteriais based on the average of the
other 5 criteria, each weighted equally. The numbers
1-5 ranks each model on its forecast error relative to the
other 5 models under a particular forecast error criteria.
A” 1" indicates the smallest forecast error, a“5”
indicates the largest forecast error.
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REVISING THE PRODUCER PRICES PAID BY FARMERS FORECASTING SYSTEM

David Torgerson and John Jinkins, Economic Research Service/USDA

Summary

The prices paid by farmers ten-year-ahead projection
equations had last been estimated in the early 1990s.
The Economic Research Service (ERS) revised this
system using expert judgment and regression. We
describe how the revision was done, focusing on the
fertilizer and fuel price eguations. The revised
fertilizer price and fuel price equations are superior, in
forecast accuracy, to the associated ARIMA
(autoregressive integrated moving average) and the old
equation. For fuel prices, the superiority of the new
regression equation to the optimal ARIMA evaporates
at the end of the out-of-sample forecasting period.

Introduction

The aggregate prices paid by farmers index and its
subindices are forecast by the ERS of USDA as part of
the ten-year-ahead President’s Budget baseline
forecasting process. The index is constructed like the
Bureau of Labor Statistics (BLS) producer price index
(for the items used in farm production.) In particular,
the prices paid by farmers subindices are used in
forecasting farm production expenses. The Nationa
Agricultural Statistical Service (NASS) of USDA, the
agency which produces the historical values for these
indices, reformulated most of the subindices when
changing the benchmark year to 1992 from 1977. For
example, some of the prices which had been taken
from the NASS survey of farmers for Agricultural
Prices were instead taken from BLS' S PPI price series.
As a result of the rebenchmarking and the change in
estimation procedure, the statistical properties of the
prices paid by farmers (PPF) subindices changed
dragtically. For this reason, ERS reestimated the prices
paid forecasting equations of the 16 sub-components of
the index of prices paid by farmers. We describe the
equation revision, focusing on the prices paid for
fertilizer (PPFERT) and the prices paid for fuel
(PPFUEL) forecast equations.

The criteria for the new forecasting equations were:
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(1) the exogenous variables had to be available from
the USDA baseline process, the forecasting activity to
which the new equations were to be added.

(2) the equations should pass the phone call (PC) test
for reasonable structure. As forecasts are inevitably in
error, it is desirable to easily explain those errorsin
terms of changes in variables apparently tied to the
relevant farmers prices paid index when the phone cals
come. The economics consistent with the equations
had to be simple and transparent.

(3) as a Government agency forecast simplicity and
transparency of methodology were important.

(4) the forecasting equations should produce forecasts
superior to those obtained from a simple ARIMA
model.

(5) the equations had to be operational for the summer
1997 baseline and documented in the June 1997 issue
of the Agricultural Inputs and Finance Situation and
Outlook Report.

To meet these objectives John Jinkins of the Rural
Economy Division (RED) of ERS created a committee
including representatives from NASS and the parts of
ERS involved in the budget baseline process.
Committee members Jinkins and Torgerson estimated
the new equations. At each committee meeting three to
five equations were reviewed and critiqued. As a result
of committee discussion, some equations were again re-
estimated.

To fulfill criteria 1 to 3, and recognizing that the
revised price index data were limited to annual series
from 1974 to 1995, it was decided that all the new
equations were to be linear, log-linear or in percentage
change. C.W.J. Granger and Paul Newbold in
Forecasting Economic Time Series (GN) criticized the
use of linear regressions for forecasting because of the
problem of spurious correlation. A regression equation
could show a good in-sample fit as measured by R*,
and perform miserably in out-of-sample forecasting.



The example GN presented was a regression of one
random walk on another random walk resulting in good
in-sample R2 but a poor forecasting performance out-
of-sample. We guard against this problem by the PC
criteria and the use of out-of-sample testing. Equations
which contain variables related by economic theory
appear to be somewhat resistant to the spurious
correlation problem. Table 1 presents the functional
form of all the resulting forecasting equations.

To illustrate the forecast reestimation we review the
development of two of the more important forecasting

equations. As data revisions had only been back to

1974, we backcasted using the percent change in the
old indices back to 1970. We then estimated the
equations over 1970-1990 to reserve the 1991 to 1996

observations for out-of-sample testing. (For the fuel
price equation, the 1988 to 1996 period was reserved

for out-of-sample testing to mitigate the problems
related to the volatile oil market of 1990 and 1991.

The panel thought it unlikely that the next twenty years
would have three oil supply shocks.) The old set of
equations, estimated in the early 1990s, was the second

benchmark. Those equations, given the large data
revisions for many of the price subindices, had to be
revised to maintain forecast credibility.

There are three types of prices paid by farmers
equations: (1) prices determined by farm sector supply
and demand (2) prices determined by demand from the
farm sector and supply from the general economy and
(3) prices determined by the general economy. The old
feed price paid equation, is close to an accounting
identity, given the abundance of commodity price data
forecasted in the budget baseline. With the major feed
ingredient prices as explanatory variables, the equation
error term reflects markup changes and other random
shocks which would not be easily improved upon. For
the feed price equation it was only necessary to re-
estimated the old equation with new data as the
forecasts based on actual grain prices were excellent.

Other prices, such as the fertilizer prices paid index
(PPFERT) reflect an interplay of the farm sector and
overal economy. Fertilizer prices are demand driven
by farm commodity prices, acreage decisions, and other
specifically agricultural variables. The supply side is
strongly influenced by the price of energy, as natural
gasis the largest variable cost in producing ammeonia-
based fertilizers. We examine this equation in detail.

There is a widespread recognition of macro-prices,
prices which agriculture is subject to but are
determined by economy-wide forces. Using less than
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3 percent of total liquid fuels, U.S. farming has small
influence on liquid fuel prices. The fuel prices paid by
farmers index (PPFUEL) is the macro-price examined
in detail.

Modus Oper andi

We present the results of our search for “good”
forecasting equations for fertilizer and fuel prices in
table 2 and figure 1, and table 3 and figure 2,
respectively.  Each forecast equation development
started with estimation of an autoregressive moving
average (ARMA) model of the specific prices paid
subindex. The dependent variable is the level of the
variable in question. The independent variables can be
thought of as lags of the variable reflected in the
moving average (MA) terms; the correlations of the
dependent variable with itself across time periods are
reflected in the autoregressive (AR) terms. A
maximum likelihood estimation is done to compute
these etimates. For a sample this small (21
observations), only first and second order MA and AR
terms were estimated. Any standard econometrics
package such as SAS or EVIEWS can be used to
estimate AR and MA coefficients and select the
optimal orders for the AR and MA, concomitantly.

The problem with the above procedure is that
economic variables seldom pass the statistical tests for
stationarity as required for the optimality of the ARMA
estimator. The first assumption for stationarity to hold
is that the mean of the variable, say the fertilizer price
index, is constant. The second stationarity assumption
is that the covariance between fertilizer pricesin
various periods depends only on the differences
between the time periods. Most of the indices of prices
paid by farmers are not stationary as measured by
standard statistical tests.

The standard operating procedure is to difference a
variable until the transformed (difference) variable
passes the standard stationarity test--the augmented
Dickey-Fuller test (DFT). Seldom do economic
variables need to be difference more then twice to
attain stationarity. Why do an ARMA asthe DFT on
undifferenced data are very likely to reject stationarity
and an ARMA model which incorrectly assumed
stationarity would generally do quite poorly in
forecasting, with rapidly increasing forecast error as the
forecast period lengthened? The DFT for stationarity
is not avery powerful test so that it will “often” reject
a series which is actually stationary, Further, the
ARMA estimation process will be an independent test
for some kinds of nonstationarity. Finally, running an




ARMA is easier than running a regression and often
gives some insight into the process which generated the
data. We refer to the estimation of ARMA on levels of
avariable explained as naive ARMA. All the orders of
integration were determined by DFTs.

The next step "was to estimate an ARMA on the
integrated series. For both fuel and fertilizer prices,
differencing once made the series stationary. The
difference between the current fertilizer price paid and
the previous price paid is the appropriate variable for
ARMA estimation. We will refer to this as the ARIMA
model of fertilizer prices--as the once difference
fertilizer price is consistent with stationarity. To get an
actua forecast, one simply adds the ARI MA est i mat ed
difference tothe seriesvauein the previous period.

To give the old forecasting equation a fair chance, we
estimated the reduced form with the same variables and
functional form as the old forecasting equation using
new data. We label this old/new in tables 2 and 3
below.

The new specification of the forecasting equations was
developed by committee. The small amounts of data,
the desire to be understandable, and time constraints
prevented any use of sophisticated techniques. The
shortage of data was the binding constraint. (The
cutting room floor models which were rejected for very
bad Durbin-Watson statistics and bad forecasting
performances are not included here.)

We should point out that none of these regression
models was the explicit result of taking structural form
models of supply and demand and solving them
explicitly for a specific reduced form. In using the
term structural models we ssimply mean regression
equations with variables which are apparently related
to the prices paid index.

And of course, the out-of-sample model forecast
performance is important in sorting the wheat from the
chaff. A major contribution of the time series literature
is emphasizing out-of-sample forecasting as a way to
validate economic models. Many would go even
further and say that if a model does not forecast well
out-of-sample it is not a valid reflection of reality.

Fertilizer Prices Paid Forecast Equation

PPFERT isthe variable forecasted. Table 2 reports the
standard statistics for each competing forecasting
equation. Greater detail is available in tables 2a
through 2h, available from the authors on request.
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Figure 1 graphically depicts the competing forecast
equations. A result of the DFTs is that the regression
equations were not balanced in the sense of al
variables in the regression equation having the same
order of integration. In particular, the crude oil price
(RAC) in the new regression equation
(PPFERTFNEW) is integrated of degree 2. That is, the
RAC has to be difference and that result difference
again to be consistent with stationarity, as tested by the
DFT. The standard t-tests implicitly assume both the
dependent and independent variables are integrated of
the same order. In this case they are not, since
PPFERT isintegrated of degree one. So one can get a
spurious correlation problem by including variables not
related to the forecasted variable in the forecasting
equation even though the t-test says they are related.
That iswhy GN note that having variables of different
orders within a regression equation makes for potential
problems for use in out-of-sample forecasting.

The use of out-of-sample forecasting should mitigate
the potential problem of an equation with a good in-
sample fit producing a bad forecast.

The ARMA (PPFERTFARMA) summary statistics
verify the results of DFT for PPFERT. Indeed not only
is the price index not stationary but the estimated AR
coefficient is dlightly above one, indicating unstable
behavior, likely that of a random walk. Note that the
mseout iS larger for the old forecast equation estimated
with the new data (labeled old/new in Table 2 with
equation name PPFERTFOLD in Figure 1) than for
PPFERTFARMA. The old/old regression had a non
significant constant while big8acres (the sum of the
acreage of the eight highest acreage planted crops) is
close to significant. The old equation with new data
had the situations reversed. The instability inherent in
such drastic changes in which variables are apparently
significant greatly detracts from the confidence one
places in either equation and may well reflect a
spurious conflation problem. The evidence against the
old/new formulation is overwhelming when the mseout
is sharply in favor of the naive ARMA and the basic
coefficients are unstable.  Further, the lagged
dependent variable (PPFERT(- 1)) tends to bias the DW
upward as well as make for more potential out-of-
sample forecast error. Getting rid of lagged dependent
variables was a major operationa goal of updating the
forecasting equations. The old fertilizer price equation
with new data performed very poorly in terms of R’if
PPFERT(-1) (the actua fertilizer index lagged one
period) was omitted, revealing that an equation
restructuring necessary.



On severa grounds then, the competition is between
the new regression equation (PPFERTFNEW) and the
first difference ARIMA formulation
(PPFERTARIMA). The big8acre and the constant
were insignificant in an equation with the average of
the current market year and prior market year price of
com averaged (avg(compr& compr(- 1)). (Thisgivesa
flavor of forecasting with expected values since
fertilizer is purchased prior to the marketing year corn
price being determined. It is not fully consitent with
using expectations in a more rigorous sense since the
expected com price is not determined endogenously in
the estimated model.) And the crude oil price (RAC)
was significant with those variables while the log of the
real crude ail price term was not. So the RAC and
average com price, over the current and prior
marketing year, were the first two variables selected for
the new forecasting equation.

In the committee discussions of the above preliminary
version of the new forecasting equation, it was pointed
out that there had been an improvement in fertilizer
input quality over time. Further, it was noted at the
time most fertilizer was purchased the average com
price for the current marketing year was not known.

We dealt with the fertilizer quality improvement by
adding a simple time trend which proved superior in
terms of out-of-sample forecasting to using any of the
standard inflation variables. This change also made the
R* comparable to the old equation’s R*. The final form
of the new regression equation then had the current
crude ail price, the average of the expected com price
and the previous marketing year com price, and a time
trend. Since com prices are forecast in the baseling, the
forecasted com price was used in the actual fertilizer
price forecasts. The superior mseout of the new
structural equation is tabulated in Table 2 and shown
graphically as PPFERTFNEW in Figure 1. Either
representation dramatically demonstrates the striking
forecasting superiority of the new equation relative to
the other candidates.

Since the mseout of an equation difference is not
comparable with a level equation, it is necessary to
look at the actual out-of-sample forecast to determine
which formulation is superior in forecasting. Figure 1
graphically shows the clear superiority of the new
structural equation over even the best ARIMA. The
moral of this story is that a good structural equation
beats an ARIMA. (But a bad structural equation can be
worse than a naive ARMA as the above comparison of
PPFERTFARMA and PPFERTFOLD seen in Figure 1
clearly demonstrate.)
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Farm Fuel Prices Paid Index Forecast

PPFUEL is the variable to be forecasted. Table 3
summarizes the standard statistics for alternative
forecasting equations. More detail isin tables 3a
through 3h, available from the authors on request.
Figure 2 graphically depicts the comparative forecasts.
As above, al variables in the structural equations do
not have the same order of integration. Again, the
crude ail price (RAC) and price paid by farmers for
fuel (PPFUEL) are integrated of degree 2 and 1
respectively.  The lack of order consistency of
dependent and independent variables could mean poor
out-of-sample forecasting for both the old and new
regression egquations.

The ARMA (PPFUELFARMA) supports the results of
DFT for the fuel price index. The fuel priceindex is
not stationary and the estimated AR coefficient is
above one, indicating explosively unstable behavior,
likely a random walk. Note that the mean-sguared
error in the out of forecast period (mseout) for the
ARMA is larger than that statistic for the old forecast
equation estimated with the new data (labeled old/new).
The old/old regression had decent t-statistics for all
coefficients. The old forecast structure for fuel prices
may be superior in forecasting to the naive ARMA in
sharp contrast to the fertilizer price situation. Figure 2
indicates both the old equation with new data
(PPFUELFOLD) and the ARMA are quite bad
forecasting models relative to the ARIMA or the new
regression model. Further, the farmers prices paid fuel
index lagged one year (PPFUELI(- 1)) tends to bias the
Durbin-Watson upward. Yet even so the measured
Durbin-Watson is smaller than the R®. This strongly
suggests out-of-sample forecasting problems. As in the
case of the fertilizer price forecast equation, finding a
replacement for the lagged dependent variable was a
major goal. (Some analysts would have appropriately
used the Durbin h test in the presence of lagged
dependent variables to test for first order
autocorrelation. \We chose not to since we were getting
rid of lagged endogenous variables anyway.
Forecasting out ten years with lagged dependent
variables is problematic at best and we did not expect
to have any final equation with lagged endogenous
variables. )

In summary, ARMA (PPFUELFARMAY) is bad and the
old/new equation (PPFUELFOLD) is only marginally
better in a forecasting sense. This reflects the typical
situation in attempting to forecast a number of years
out using with ARMAS on undifferenced data and
regression equations with lagged dependent variables.




The new equation reported in Table 3 and depicted in
Figure 2 as PPFUELFNEW is not the first new
equation. Having PPFUEL as a function of RAC and
PPI lagged one period for 1970 to 1990 had R*go up
marginally compared to the old equation’s R’. But the
lagged endogenous variable is no longer needed and
the Durbin-Watson has improved. Further, without the
lagged endogenous variable, the Durbin-Watson is a
valid test for serial correlation.  Still the Durbin-
Watson was smaller than the R?, making forecasting
problematic as this equation fits the typical spurious
correlation pattern detailed in GN. To mitigate this and
the problem of the unstable oil market during 1990 and
1991 we shortened the estimation period to 1970-1987,
and reserved a larger out-of-sample period (1988 to
1996) to test the reestimated equation.

The in-sample problems remain. The Durbin-Watson
is smaller than the R’. But the coefficients of RAC and
PPI(- 1) continue to be significant and the mseout is
noticeably lower than the ARIMA.

In some sense, the structural fuel price forecasting
equation is more satisfactory than analogous fuel price
equation. Again, the crude ail price (RAC) replaces the
natural log of the real crude ail price. The PPI lagged
one year (PPI(- 1)) is superior to atime trend in
projecting the tendency of fuel prices to rise over time.
The use of the PPl makes it far easier to interpret the
fuel price equation than a time trend does, as prior
inflation is a partial explanation of higher fud prices
today.

The ARIMA model of the first difference of the fuel
price is an improvement over the naive ARMA. Again,
the gain is not as dramatic as in the case of fertilizer
prices. Neither the AR nor MA terms are statistically
significant. Thisis not crucial, as t-statistics are not as
definitivein an ARIMA context as they arein the
regression framework.

The new regression equation and the first difference
ARIMA formulation are again the apparent
competitors.  Since the mseout of an equation
difference is not comparable with alevel equation one
needs to look at the actual forecasts to see whether the
new equation or the ARIMA is superior in forecasting.
Figure 2 reflects a better out-of-sample forecasting
record for the improved structural fuel price equation
(PPFUELFNEW) relative to the ARIMA
(PPFUELFARIMA). Note the forecast superiority is
lost at the end of the forecast period, 1994-1996.
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Nevertheless, because of simplicity, interpretability,
and overall forecast superiority the new structural
eguation is the best choice, despite the marginal
forecast victory. Using criteria 1 to 3 the margin of
victory of the new fuel price structural model over the
ARIMA is larger than in the fertilizer price situation.

Implications

With some effort, it is possible to beat ARIMA in
forecasting. When human capital is lost it sometimes
is possible to partly recover by taking a fresh look at
the data and in a fairly economical fashion use expert
judgment in the formulation of the equations instead of
the forecasting process directly. The involvement of
the producers of the prices paid indices and as well as
the users of the prices paid index forecasts made the
equation revision process feasible.



Table |--Forecast farm prices paid indices equation structure

Anincreasein
this item will
have this effect
For this prices paid index: ERS will consider the outlook for these items when making the 1998 forecast: on the forecast:
(mya = marketing year average 1/)

feed ratio of 1998 com mya price to 1997 com mya price increase
ratio of 1997 com mya price to 1996 com mya price increase
ratio of 1997 soy meal mya price to 1996 soy meal mya price increase
ratio of 1998 al hay mya price to 1997 al hay mya price increase
livestock & poultry 1998 feeder steer price, 750-800 pounds, Oklahoma City increase
1997 feeder steer price, 750-800 pounds, Oklahoma City increase
1998 milk price increase
1997 com mya price decrease

seeds sum of 1997 acres planted to corn, wheat, and soybeans increase
1998 inflation as measured by the producer price index increase
1997 comyyield decrease
fertilizer 1998 crude il price increase
average of 1998 and 1997 com mya prices increase
trend over time measured as a constant annual increase increase
agricultural chemicas average of 1998 and 1997 com mya prices increase
1997 fertilizer producer price index increase
trend over time measured as a constant annual increase increase
average of 1998 and 1997 crude oil prices decrease
fuels 1998 crude il price increase
1997 inflation as measured by the producer price index increase
supplies & repairs 1998 inflation as measured by the producer price index increase
autos & trucks 1997 inflation as measured by consumer price index increase
farm machinery 1998 inflation as measured by the producer price index increase
building material 1998 inflation as measured by the producer price index increase
farm services 1998 inflation as measured by consumer price index increase
rent 1998 land prices increase
sum of 1998 values of production of corn, soybeans, & wheat increase
interest 1998 Moody’s AAA bond rate increase
1998 prime rate increase
taxes 1998 inflation as measured by consumer price index increase
wage rates 1998 average hourly earnings in nonagricultural industries increase
trend over time measured as a constant annual increase increase

1/ com marketing year begins September 1, soy meal marketing year begins October 1, hay marketing year begins May 1
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Table 2 Fertilizer Price ndex-Forecast Comparison

constant ~ PPFERT(-1) Ln RAC Big 8 Avgcompr& Time  AR(1) MA(1)Dutin R * Mseot
(real o) acres compr(-1) trend \at son
Integration or der 1 2 2 1 0 NA
ARMA L0 465 223 0.84 144.85
1
t-stats 2514  3.60
nongtationary
ARIMA -first difference 040 097 192 0.21 62.06
t-stats -166 2026
inverted roots
04 097
Old/old -1.20 0.60 0.1 0.50 NA 092 Na
t-stats .58 6.0 1.60 1.70
Qld/mew 99.76 0.73 17.80 4.18 1.69 0.89 525.79
t-stats 11 5.6 243 0.98
New none 0.61 19.75 212 1.8 0.93 20.26
t-stats 3.10 11.03 8,10
Table3 Fuel PriceIndex-Forecast Comparison
Corwone  PPFUEL- 1 ) La RAc PPI(-1) AR-term MA-term Durbin R! Mseout
(real RAC) Watson
Integration order 1 2 2 1
ARMA 1.04 0.59 1.87 0.93 377
t-stats 25.34 311
nonstationary
ARIMA-first difference 0.36 0.33 1.87 0.16 2.36
t-stats 0.39 0.41
inverted roots
0.36 4.33
Old/wid 1.76 0.61 0.05 NA 0.89 NA
s 3.03 4.67 1.84
Dldinew 27.92 0.88 10.27 083 093 1.2
SRS 321 13.18 2.67
New -9.78 1.31 0.65 0.92 0.99 1.46
t-stats -4.38 3.10 8.10
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1. MACRCECONOM C FORECASTI NG

The overwhelming majority of macro-
economic data series are produced by
federal agencies, mostly ones in
USDoC (U.S. Department of Commerce)
and in the Department of Labor. All
macroeconomic forecasters, whether in
government, academe, or the private
sector, are highly dependent upon
these data series.

In 1995 USDoC began a process of pri-
vatizing production of the indices of

| eading, coincident, and |agging in-
di cators. Changes resulting from
this action did provide additional

verification of the robustness of a
model based on these indices, but
they also raised serious questions
about the difficulties individuals
and snmall organi zations will have in
accessing this data econonically and
inatimely nanner.

2.WHAT ARE BUSI NESS CYCLES?

An awar eness of cycles other than the
daily alternation of night and day
and the annual progression of the
seasons has existed throughout his-
tory. The biblical story of Joseph,
which straddles Genesis and Exodus,
is one example [Genesis 41, 42, 47;
Exodus 1, 13; Anderson, 1966].

Byinterpreting the dreans of Pharaoh
to nean that 7 years of abundant har-
vests would be followed by 7 years of
famine conditions, Joseph warned the
Egyptians to store enough grain from

301-762-2044
71054. 1061 @compuserve.com

the good years to cover the shortfall
in the bad ones. Biblical scholars
place the time frame at about 1635
BCE, but there are no supporting ma-
terials in any known Egyptian
sources. Even so, the story demon-
strates an early awareness of cli-
matic cycles ‘and how these can affect
the economy and politics.

Joseph rose to high positionsin the
Egyptian government, but his politi-
cal career came to an abrupt end with
the reign of a new Pharaoh. Eventu-
ally the Hebrews departed from Egypt,
bear ing the bones of Joseph with
them. This shows how changing polit-
ical and social conditions can alter
the situation of federal forecasters.
Recent changes have not been so dras-
tic, but there are numerous chal-
lenges for forecasters, whether in
the government or not, who use fed-
eral data and services.

Collection of detailed macroeconomic
data did not begin in the United
States until after World War 11.
This, however, had not prevented the
launching of economics as an academic
discipline, beginning with the work
of Adam Smith (1723-1790) [Samuel son
& Temin, 19761.

the Great Depres-
sion, Edward R Dewey, t hen Chief
Economic Anal yst at USDoC, was as-
signed the task of discovering what
had caused this econonic catastrophe.
With this began his decades | ong
study of cycles, which produced a

In the depths of
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| arge number of publications [Dewey,
1970; Dewey & Mandino, 1971].

Dewey collected and analyzed a huge
amount of data, some of it going as
far back as the Middle Ages. What he
lacked, however, were some of the
necessary tools developed in more re-
cent decades. Computers had become
common by 1960, but they were ex-
tremely expensive and available only
to private and public organizations
with large budgets; this began to
changed in 1980.

Nonlinear feedbacks, a possible cause
of cycles, were little known except
to a few specialists. Jay Forrester
[1961] founded a specialty called
system dynamics, which used nonlinear

ODES  (ordinary differential equa-
tions) and mainframe computers to
model industrial and economic Sys-
terns.

However, chaos and rounding errors,
and especially their nmut ual i n-
teractions , make nunerical sol utions

ODES too unstable to be
Whet her such
qualita-

of nonlinear
useful for forecasting.
nodels are really any better

tively for policy analysis than “back
of the envelope” calculations is de-
bat abl e. System dynamics is in a
stall [Wils, 1988].

Tinme series methods are quite suit-
able for analyzing and forecasting
what m ght be called cycles. The y
offer a wide variety of algorithns

for spectral analysis, correlation
analysis, linear filtering, and lin-
ear prediction. Various software
packages allow one to use all these

techniques with little concern as to
what they assune and what they inply.

Fortunately, there is a very sinple

dynami cal interpretation of tine se-
ries analysis. It is a non-
honogeneous |inear ODE with constant
coefficients where the “right-hand
side” is “noise” rather than a
snoot h, mat hemat i cal function

[Jordan, 1972]. To be valid, the
corresponding honogeneous CODE nust
have only danped sol utions; the real
components of its (possibly conplex)
ei genval ues nust be negative. The
concept extends readily to systens of
equations and to difference equations
[Morrison, 1991al.

The dynani cal interpretation of a
time series model of the business
cycle is an aggregate of all markets
decaying toward equilibrium As an
economic theory it asserts that the
characteristic danping time of this
system is significantly longer than
the sampl i ng i nterval [ Morrison,

1991b] .  This is certainly nore plau-
sible than static equilibrium and has
many  practical ramifications for
forecasting and decision naking.

3. CONSTRUCTI NG THE BUSI NESS CYCLE
MCODEL

To construct a business cycle nodel
one needs dat a. GDP (gross domestic
product) data have been avail abl e on
a quarterly basis since 197, but the

most recent revision by USDoC goes
back only to 1959. Sone estimtes of
earlier annual values can be found;

t he HANDBOOK OF CYCLI CAL | NDI CATORS
[1984] |ists peaks and troughs of the
busi ness cycle back to Decenber 1854.

nodel can be con-
structed, however, using the indices
of | eading and coincident indicators
[Morrison & Morrison, 1997]. The se
not only provide a phase plane plot,
they al so provide nunbers on a
nmont hly basi s. Some econoni sts do
use the index of lagging indicators
in creating forecasts, but we have
not incorporated it into our business
cycl e nodel.

A far better

Due to growth and inflation, a trend

nust be subtracted from the data,
whether it is the GDP or any of the 3
i ndi ces. Tinme series methods inplic-

itly assune the data has a zero nean
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val ue . Before detrending, the data
nmust first be converted to logarithns
to achieve stationarity. It is per-

cent deviations fromthe trends that
are fairly consistent, not absolute
devi ati ons.

For the business cycle and other eco-
nom c data we have devel oped the ranp
filter as a trend nodel. It does not
change the trend as new data points
are added, a problemw th pol ynoni al
or other multiple regressions. The
extrapol ation of this trend nodel is
al ways stable, which is never true of
pol ynoni als of degree 2 or higher.
And unlike a nmoving average, the ranp
filter trend is not displaced down
(up) when the data values are in-
creasing (decreasing) [Morrison &
Morrison, 1997].

Since the indices can be forecast
with a fair degree of reliability for
2 nmonths ahead, the business cycle
nodel is up to date. Delays in col-
| ection and anal ysis cause the in-
dices to be released about 2 nonths
after the fact. GDP data are not
only delayed, but provided only on a
quarterly basis.

The phase plane nodel of the business
cycle, with a |-year forecast, has
been published in our newsletter
CRITI CAL FACTORS since August 1992

when it replaced 3-year forecasts of
the 3 indices. A 60-point ranp fil-
ter is used for both the trend node
and in the forecasts. The ranp fil-

ter fornulas are given in our earlier
paper [Mrrison & Mrrison, 1997], so
anybody can duplicate the historical
nodel

4.DI M NI SHI NG FEDERAL RESOURCES

During the past two decades or so,

users of federal services and data
have been faced with grow ng user
fees and, in sone cases, lossof ac-

cesswhen prograns are curtailed or
cancel ed. The private sector has

done nuch the sane (recall the road
maps that once were free at any gas
station) and for the sane reason: to
save noney.

Privatization has been used in at-
tenmpts to save tax dollars. This may
involve contracting out a specific

activity or attenpting to nake an en-
tire agency self-supporting. Users
may be disrupted by nore than higher

fees or loss of the benefit, if com
petitors do not face simlar prob-
| ens.

In the case of the business cycle

mdel , the anticipated disruptions
had been the regular revisions of the

i ndi ces, especially the ones involv-
ing novenent ‘of the base year forward
in tine. A positive aspect of this

denonstrat ed robust-
[Morrison & Morri -

had been that it
ness in the nodel
son, 1997].

In 1995 USDoC announced a plan to
turn over the production of the in-
dices to a private organization.
There was no contract noney for sup-
porting the indices in the future and
the successful bi dder would incur
significant expenses in assumng the
responsi bility. No nechani sm was in-
cluded in the contract to guarantee
future creation and distribution of

the indices or to exercise quality
contro

Fortunately, a nunber of highly qual-
ified organizations stepped forward

to neet the challenge and they of-
fered bids. The wi nner was The Con-
ference Board, Inc. (ICB), a well re-
garded, New York city-based, not-for-
profit organization

From the viewpoint of index users,
the privatization process seened to
offer more risks than rewards. TCB
m ght decide to stop producing the
indices or it mght raise the cost of
access . Changes might make the in-
dices better, or it mght make them
worse . These indices are not just
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wei ghted averages and constructing

themis an arcane craft.

If production of the indices ceased

it would be feasible to recreate
them since current federal agency
plans are to continue production of

all the conponent series. This, how
ever, would entail considerable ef-
fort and might create nore del ays.

There is always the possibility of
devel opi ng new indices, just as there
is of making the business cycle nodel

more elaborate, using the index of
lagging indicators or other data
sour ces.

5.CHANGES DUE TO PRI VATI ZATI ON

For the data for the month of Decem
ber 1995, USboC and The Conference
Board col | aborated to produce the in-
di ces. Then for about a year TCB
continued to produce the indices us-
ing the established USDoC al gorithm
But starting with the values for De-
cember 1996, the algorithm was
changed along with the base year
(advanced from 1987 to 1992).

Two conponents were renoved fromthe
| eadi ng i ndex because they seem not
to work as well anynore: 1) changes
in sensitive materials prices and 2)
changes in unfilled orders for
dur abl e goods. The yield curve, the
di fference between the interest rate
on 10-year Treasury notes and the
federal funds rate, has been added

so that the number of conponents is
10 rather than 11.

Some  economists have  been rec-
omrendi ng this new statistic and TCB
nmoved quickly to inplement the change
[Estrella & Mishkin, 19961. An at -
tractive feature of this data series
is that it is easy to collect and un-
ambi guous, |ike stock market indices.
The replaced series required an ex-
tensive data collection effort (of
many different nunbers) and maeking a
| ot of assunptions and ex-

The USDoC had been
i n maki ng changes, so
due to

trapol ations .
rat her hesitant
this first inprovenment is
privatization.

But is the new | eading index really
better? According to TCB itself, it
is a marginal i mprovenent, not a
br eakt hr ough. Qur business cycle
nodel changed significantly nore than
it did when USDoC | ast made a nmj or
revision of the indices. (The radi al
coordinates did drop roughly in half,
but the phase angles shifted only by
a few degrees.)

Conpare the phase plane plot in Fig-
ure 1 with the one from our previous
paper [Morrison & Mrrison, 1997].

The roughly elliptical curve has ro-
tated about 30 degrees countercl ock-
wise , but the mmjor quadrant cross-
ings were virtually the same. The
new and revised indices extend back
only to 1959 (not 1947), so the re-
vi sed nodel itself does not start un-
til December 1963 (the ranp filter

trend nodel requires 60 points from
the past). Anong the ol der cycles
that can be conpared, the npbst no-

ticeable change is that the dive into
the 3rd quadrant during the recession
of 1974-75 was not as pronounced

When USDoC similarly nmoved the base
year for GDP from 1987 to 1992, it
also started the new data series with
1959. One reason for cutting series
short is that changi ng econom c con-
ditions make it very difficult to
conpare data from one year with that
from anot her year decades earlier or
later . Some indicators that worked
wel | before no |onger do. The prod-
uct mix in GDP has changed signifi-

cantly. During its final major revi-
sion of the indices before privati-
zation, USDoC had wused different

wei ghting for two tinme periods in one
of the indices.

As a result of the curtailed tine
coverage, the business cycle nodels
fromthe two data series can be
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cross-checked only for the period
1963- 1996. That is 34 years, but it
is barely nmore than the 15-25 years
of the Kuznets cycle and nuch |ess
than the 50-60 years of the Kondrati-

eff wave. This is too little data to
determine the statistics of such
cycles and thereby verify their exis-
tence, 1let alone construct a theory
for their cause. However, it is nore
than enough to analyze and forecast
the typi cal short-term  business
cycles of 5-10 years.
Shi ft Numb er
+1 3
0 13
-1 2
-2 0
-3 3
-4 1
Tot al 22
Table 1. Major quadrant Crossings. Shifts

inmonths from old model to new model.

To provide a capsule comparison of
the new nodel with the old one, Table
1 lists the nunber of mmjor quadrant
crossings and the nonths by which
they were shifted. Maj or crossings
excl ude those cases where the node

stall ed near a quadrant boundary and
junped back and forth over it severa

tines . O the 22 counted, nore than
half (13) did not shift at all.
There are, of course, no possible
conparisons for the period 1953-1962
or for 1997.

Shifts in the phase angles for the
begi nni ngs and endi ngs of recessions
are conpared in Table 2. The offi -
cial dates are designated by the Na-
tional Bureau of Economi c Research
(NBER), a private, not-for-profit
or gani zati on.

phase plane plot for
based on the

The nost recent
t he business cycle nodel

new indices is given in Figure 1,
along with a forecast for nore than
one year. Nureri cal values for the
phase plane coordinates for the fore-
cast and the past 2 years of observed
val ues are provided in Table 3.

During 1995 the business cycle noved
in an orderly way through the 2nd
quadrant, apparently heading for the
recession-prone 3rd quadrant. How-
ever, in February 1996 the nodel col-
| apsed into the origin and has been
bounci ng around there ever since.

The dynamical interpretation of tinme
series forecasting tells us that only
a strong nove in the indices wll

signal a resunption of activity in
t he business’ cycle. Forecasting im
plicitly sets the “noise” input to
its zero expected value, so predic-
tions always have a general tendency
to spiral into the origin. The fore-

casting nodel is a honbgeneous |inear
ODE with constant coefficients, al-
ways having eigenvalues with negative
real parts. The variance estimte of
the forecast, however, asynptotically
approaches the RMS of the “noise, ”
indicating the growing uncertainty of
phase information for future val ues.

buoyed by the soaring
have decl ared that the
business cycle finally has been
t amed. Sone credit inproved in-
formation technology and just-in-tinme
delivery with elininating inventory
bui | dups.

Some anal ysts,
stock market,

Havi ng seen the apparent successes of
Keynesi an econoni sts and Federal Re-
serve mcromanagers fall apart during
previous decades, we remain skeptical
of any clains of permanently tam ng
t he busi ness cycle. After all, what
magic al event occurred in February
1996 to make all this new technol ogy

suddenly work to perfection? The re-
ports of Mark Twaints death were
greatly exaggerated once; those of

the business cycle, many tinmes.
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Tine Frane Begin 2Z(old) Z(new) End Z(old) Z(new)
1963-72 12/69 210 214 11 /70 238 245
1972-76 11/73 95 111 03/75 219 231
1976-84 01 /80 204 212 07 /80 228 246
1976-84 07/81 264 273 11/82 307 305
1983-96 07 /90 221 233 03/91 241 258

Table 2. Phase angles (Z) in degrees at official (according to National
Bureau of Economic Research) beginnings and ends of recessions. Note
that the 1976-1984 cycle had an official "double dip” recession.

90°
BUSI NESS CYCLE (1990 - 1997)
FORECAST MADE ON 9/3/97 134
95/01 EXPANSI ON
93/01
180° : } i 0
-3
RECESSI ON
A FORECAST
O ACTUAL VALUE
o JANUARY VALUE
T(B 92

Figure 1. The current cycle with September forecast. The business cyclemodel is a phase
plane piot of detrended leading and coincident indicators, as X- and Y-coordinates,
respective vy. Normal cycles follow a counterclockwise roughlyelliptical path with
occasional stalls and reversals. Time is indicated along the cycle path. Expansions
occur in the first quadrant (between 0° and 90°) and contractions in the third quadrant
(between 180° and 2700). Other angles (second and fourth quadrants) denote transition
periods. An “official” (Natlonal Bureau of Economic Research) beginning of a recession is
indicated by a label"B" and an end by "E."
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Dat e P(L) P(C

OBSERVED
9%5/01 -0.023 2.693
95/02 -0.471 2.387
95/03 -0.900 2.080
95/04 -1.020 1.696
95/05 -1.224 1.320
95/06 -1.137 1.300
95/07 -0.961 0.924
95/08 -0.688 0.998
95/09 -0.604 0.806
95/10 -0.778 0.546
95/11 -0.742 0.480
95/12 -0.428 0.504
96/01 -1.041 -0.048
96/02 -0.142 0.375

R

Z Quad

2.693 90.5
2.433 101.2

2.266
1.979

113.
121.

4
0

1.800 132.8

1.727

131.

2

1.333 136.1
1.212 124.6
1.007 126.8

0.951

145.

0

0.883 147.1
0.661 130.3
1.042 182.6 111
0.401 110.7 1II

I

II
I1
II
11

I
11
11
11
II
11
11

96 /03 0.047 0.100 0.111 65.1 1
9%6/04 0.217 0.173 0.278 38.5 1
96 /05 0.462 0.318 0.561 34.6 1
9%6/06 0.593 0.363 0.696 31.5 1
96/07 0.516 0.239 0.569 24.8 1
96/08 0.545 0.207 0.583 20.8 I
9%6/09 0.572 0.173 0.597 16.8 |
96/10 0.505 -0.105 0.516 348.2 |V
96/11 0.539 0.051 0.541 5.4 |
96/12 0.581 0.039 0.583 3.8 1
97 /01 0.796 0.029 0.797 2.1 1
97102 1.079 0.259 1.109 13.5 1
97 /03 1.152 0.149 1.161 7.4 |
97/04 0.944 0.203 0.966 12.1 |
97 /05 1.019 0.009 1.019 0.5 1
97/06 0.999 0.071 1.002 4.1 1
97 /07 1.161 -0.033 1.162 358.4 |V
FORECAST

97 /08 1.129 -0.097 1.133 355.1 1V
97 /09 1.098 -0.097 1.102 354.9 1V
97/10 1.151 -O.I00 1.155 355.1 Iv
97/11 1.097 -0.028 1.098 358.5 |V
97/12 1.024 -0.041 1.025 357.7 |1 V
98/01 0.961 -0.054 0.963 356.8 1V
98 /02 0.808 0.014 0.808 1.0 1
98 /03 0.682 -0.063 0.685 354.7 1V
98/04 0.644 -0.136 0.658 348.1 IV
98 /05 0.523 -0.126 0.538 346.4 |V
98/06 0.407 -0.189 0.448 335.1 IV
98/07 0.305 -0.084 0.316 344.5 |V
98/08 0.204 -0.142 0.248 325.2 |V
98/09 0.107 -0.039 0.114 340.0 Iv
98/10 0.014 -0.020 0.024 305.0 IV
98/11 -0.082 -0.079 0.114 224.0 III
98/12 -0.095 -0.059 0.112 211.9 Il

Table 3. Recent and forecast values for the
business cycle state variables. P(L) is the
x-coordinate and P(C) is the y-coordinate,
which are the percent deviations from the
trend of the indices of leading and coincident
indicators. R is the radial coordinate and Z
the phase angle in degrees; quad is the quad-
rant of Z.

6. CONCLUSI ONS

This very sinple phase plane nodel of
the business cycle has once again
denonstrat ed its r obust ness and
useful ness . It has survived the pri-
vatization and revision of the in-
dices used to construct it and it
could be mamintained as long as the
basic data continue to be coll ected
and published in a tinmely fashion.

W have doubts that collection of the
basic data could be privatized.
Legal, logistic, and political prob-
lens might arise and we have no ex-
pertise in even anticipating Wwhat
t hey mi ght be. The cost of col-
lecting all macroecononmic data is an
insignificant fraction of the federal
budget and it seens to us to be nec
essary for managi ng t hat budget and
conducting fiscal policy.

These data and the business cycle
model can be inval uable to businesses
and investors, but too few are in-
clined to use them What do people
use? Intuition, technical analysis,
cycle theories that have nmobre in com
nmon with nunerol ogy than nat hematics,
and even astrol ogy. Those wi t hout
scientific training are nore inclined
to accept dubious clains of certainty
than to try to cope with the reality
of forecasting errors that grow.
lentlessly with tine.
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The Educational Requirements of Jobs: A New Way of
Looking At Training Needs

Darrel Patrick Wash, Bureau of Labor Statistics, U.S. Department of Labor

This study presents a new way of classifying occupations by training requirements. This more detailed approach,
which now covers several different categories of enployer-provided training as well as the more traditional
acadenic training categories, is presented, along with a discussion of how it can be conbined with previously

devel oped estimates of occupational net replacements to fornulate a much clearer picture of future education and
training demand.
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Forecasting Crop Prices Under New Farm Legidation

by
Peter A. Riley
Economic Research Service

U.S. Department of Agriculture

Thetradition of strong government involvement in agriculture is starting to break down around
the world. Thistendency has been particularly evident in the United States over the last few years
and especially since 1996, when the most recently enacted farm legidlation sharply reduced
government intervention and gave more weight to market forces. This has prompted a
reevaluation of forecasts that have been heavily shaped by policy variables. This paper will set the
stage for presentations on price forecasting for 3 major U. S. field crops.

USDA regularly forecasts a variety of annua supply and demand components for the major field
crops, aswell asfarm prices. These are published monthly and are widely used by farmers,
processors, and other market participants, as well as USDA policy makers. The price forecasts
are particularly important as critical input for other calculations and forecasts, such as farm
income and food prices. !

| will focus on three main points as an introduction to the specific forecasting models. The first
concerns the relevance and importance of accurate forecasting of agricultural prices for the farm
sector and the economy as awhole. Second, forecasting in the agricultural sector involves some
special challenges not necessarily encountered in other sectors. Third, thereis a brief overview of
the broad changes in agricultural policies that have occurred in the last few years that have
prompted a new look at our forecasting tools.

Importance of Agricultural Price Forecasts

The monetary amounts involved in crop prices may seem small at first glance. However, the huge
quantities produced add up to very large sums. For example, U.S. com production has averaged
more than 8.9 hillion bushels a year between 1994 and 1996. Thus just a one-cent change in the
farm price of com represents a change of $89 million for the economy, with farmers capturing

that much more or less revenue while end users pay a corresponding amount more or reap the
savings.

The actual magnitude of changes in farm pricesis typically much larger (for reasons that will be
discussed later). Using the same years as above (1 994-96), the annual variation in season average
farm price of com has averaged nearly 59 cents per bushel, trandating into huge sums at the

' USDA does not forecast the U.S. farm price of cotton because thisis prohibited by law.
Today’ s cotton presentation will examine aworld cotton price.
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national level--an average approaching $5.3 billion. Ironicaly, these last 3 years have been one of
the most volatile periods in the history in the com market. For the other 2 crops discussed today,
wheat and cotton, both the absolute quantity of production and the variability are smaller.

Although the role of crop prices may seem obscure to some people outside of agriculture, they do
have a very large impact on the general economy by several measures. The multiplier effects of
changes in prices of corn, wheat, and cotton will be felt at various levels and have implications for
inflation. Spending by farmers in rura communities and expenditures on capital goods such as
tractors and other farm equipment and land expenditures, whether through purchases or |eases,
are prime examples.

Another dimension of the general importance of these commaodity prices is their use as raw
materials for other products. Among the cases reviewed today, wheat is probably the most
appreciated by the general public when they consume bread, pasta, bagels, and other baked
goods. Cotton is also easily recognized in its clothing and textile applications. Perhaps comis
the least obvious with most of its use as a feed for livestock and poultry and as an input for many
food and industrial products. These include com sweeteners used in the major soft drinks and a
tremendous variety of processed foods.

Finally, the farm price has a important role in shaping our export competitiveness. The United
States has a consistently strong positive trade balance in agriculture. Although theU.S. isthe
world's leading exporter of wheat, corn, and cotton, the marketplace for each commodity is
highly competitive and our market shares are far from assured.

Special Challenges for Agricultural Price Forecasts

Agriculture has some specia features that have an important bearing on forecasting under any
policy regime. Foremost is the large variability in supply and prices, largely stemming from
weather impacts. As mentioned earlier, there is considerable price volatilityfrom year to year for
most field crops, and similarly on a monthly, weekly, or even daily basis.

Weather plays an important role in determining the size of annually produced crops, and therefore
isthe mgor culprit underlying large production variability. Most field crop production is
criticaly dependent on rainfall, with only small portions of the crops produced under irrigation.
Droughts, high temperatures, excessive moisture, and other weather factors often harm yields and
reduce output. Sometimes, conditions are excellent, pushing production beyond expectations.
Swings in production also reflect changes in plantings so the total area devoted to a crop can vary
from year to year. The driving force behind acreage changes are primarily economic afarmers
anticipate net returns from competing crops. Weather can also play arole, generaly in a negative
sense, when, for example, it istoo wet to plant a particular crop on time.

Demand for these crops is generally much steadier than supply, but demand changes can aso add
to the variability in prices. Domestic demand for wheat for food use isfairly inelastic, but a
portion of the crop isfed to livestock and this portion is more variable. Domestic use of cotton
has been relatively steady in recent years. Although cotton competes with manmade fibers,
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substitution in the short run is quite limited. Domestic com use displays strong annua variability,
in large part because of the changes in supply. Some com demand can be characterized as
inelastic, including industrial uses such as starch and sweeteners and food use in breakfast cereals.
However, the largest category of com is used as alivestock feed and this portion fluctuates
greatly, reflecting changes in animal inventories, livestock cycles, competition with other
feedstuffs, and large swings in the supply and price of corn.

International developments play an important role in agricultural markets and tend to increase
price variability. Each of the crops discussed today is highly dependent on exports. Exports of
com have accounted for around 20-25 percent of total disappearance in recent years, cotton
exports more than 40 percent, and wheat around 50 percent. These sectors are thus vulnerable to
the export fluctuations which are common for most field crops. Many inter-related factors
account for this, such as changesin import demand, the availability of exports from competing
suppliers, policy factors such as export subsidies and import tariffs, and tastes and preferences.

Probably, everyone vaguely remembers the sporadic grain import binges of the Soviet Union
during the 1970’ s and 1980’ s that added instability to world markets. Thisis the extreme case of
variability in agricultural trade, but unexpected spurts or sharp drops in imports and exports by
other countries on a smaller scale are not that uncommon, with corresponding effects onfarm
commodity prices.

Changesin the Policy Environment

Thereis avery strong tradition of heavy government intervention in U.S. agriculture that started
in the early years of the 1930's Depression. At that time, the Government began to provide price
supports to farmers and started programs to idle acres to avoid overproduction. Over the years,
these basic el ements were continued, with many variations andoften complex formulas that were
little understood by many people outside the farm economy.

During the mid- 1980’s, policy changes began to take effect to reduce the role of government and
allow more market influence. This stemmed from efarm crisis partly triggered by a declining
export market share as competitors undercut high U. S. prices. Thus, policiesshifted somewhat,
and U.S. price supports were reduced to enhance competitiveness. Another important step at the
timewasto start reducing large stocks of grain and other crops that had accumul ated when the
government offered an assured home for virtualy al the major fields crops. By the early 1990's,
like many other sectors of the economy, agriculture had reduced inventories. This reflected both
budgetary pressures in the public sector reducing publicly held stocks and developments in the
private sector adopting a “just in time” deliveries approach.

While still heavily shaped by government decisions, these and other changes initiated in 1985 farm
legislation and continued by legislation in 1990 gradually were introducing more market forces to
shape production decisions. Then in 1996, a more radical Farm Bill was enacted, Signaling a more
abrupt break with past tradition. Often called “Freedom to Farm,” the new law essentially

alowed farmers to make decisions completely free from government influence.
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Nearly al government farm programs were eliminated, such as the acreage “ setaside” or modern
land idling program used when supplies were very large. Another important change was the end
of the “base acres’ concept under whichfarmers devoted a certain amount of land to a particular
crop in order to qualify for farm program benefits. This tended to keep acreageat fairly
predictable levels depending on various program parameters. Now, farmers have compl ete
flexibility to plant what they wmt based entirely on market signals.

New Forecasting Approaches Contribute to USDA Market Analysis

The presentations to follow will look at forecasting models for 3 agricultural commodities and
how analysts are dealing with the changing policy setting. Many of the broad similarities have
been mentioned, and now some of the distinct traits of each market will be discussed. The com
and wheat papers focus on U. S. policy change, and the cotton paper deals with the interaction of
policy variables in a global setting. The forecasting approaches can accurately be characterized as
constantly evolving, as analysts incorporate more years of data and react to shifts in policies.

The context in which these forecasting models are used at USDA isimportant. First, these are
applied tools that are used to help develop price forecasts that, except for cotton, are regularly
published. USDA publishes a longer-term projection annually, while the forecast for the nearby
year is published monthly. The latter price forecast is released at 8:30 AM on the day of the
reports, along with various supply and demand elements. Thus, much of the analysisis
conducted during the night, incorporating new information made available to USDA economists
only shortly before being released to the public. The quick turnaround of this process requires
highly practical tools. Second, the priceisjust one component of a broader analysis of supply,
use, and stocks. These price models may be embedded in spreadsheets to provide a simultaneous
determination of prices to changesin supply or demand forecasts. USDA presents this
information in commodity “balance sheets’ to provide a consistent analysis of each market.
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FORECASTING ANNUAL FARM PRICES OF U.S. WHEAT IN A NEW POLICY ERA
Linwood A. Hoffman, James N. Barnes and Paul C. Westcott, U.S. Department of Agriculture, ERS

Introduction

Information regarding wheat prices is critical to market
participants who are making decisions about managing
price risk. Market information is also important to
policymakers who have to assess the impacts of domestic
or international events upon wheat farm prices.

Concern about U.S. wheat farm prices rose significantly
during the 1995/96 crop year, as world crop shortfals
caused USDA' s price projection for the crop year to rise
from a range of $3.25-$3.45 per bushel in May 1995 to
$4.20-$4.50 per bushel in November 1995. Two years
later, as world production recovered, producers wheat
prices are expected to fall. USDA’s price projection for
1997/98 dropped from a range of $3.60-$4.20 in May
1997 to $3.05-$3.65 in August 1997.

Price information has become even more important due,
in part, to changes in U.S. agricultural policy. Passage of
The Federal Agriculture Improvement and Reform Act of
1996 (1996 Act) continues the sector’s trend toward
market orientation. The Farmer-Owned Reserve (FOR)
is suspended and wheat loan rates are capped at the 1995
level of $2.58 per bushel, well below current and
expected future market prices. Such a situation suggests
little, if any, government stockholding, which may
contribute to increased price sensitivity.

The 1996 Act also eliminated government price
assurances. Under the 1996 Act, annual production
flexibility contract payments remain fixed regardless of
market prices, in contrast to deficiency payments which
varied inversely to market prices. Consequently,
producers face greater risk of income volatility because
of market price variation.

Previous analyses have studied relationships between
prices and ending stocks for com (Baker and Menzie;
Van Meir; Westcott, Hull, and Green), wheat (Westcott,
Hull, and Green), and rice (Hoffman, Livezey, and
Westcott; and Lin, Novick, and Livezey) as a price
forecasting tool. Whether such a relationship can
continue to provide short and long term price forecastsin
the new policy environment remains to be seen.

The purpose of this articleis to present amodel designed
to forecast the U.S. season average price of wheat at the

farm level. The U.S. Department of Agriculture
analyzes agricultural commodity markets on a monthly
basis and publishes annual current year market
information, including price projections. Because of
changes in policy, price forecasting equations need to be
re-evaluated.

Background: Factors Affecting the
U.S. Farm Price of Wheat

Some of the most important variables to be considered in
forecasting the price of wheat include supply and demand
factors and domestic agricultural policy (Appendix
Tables 1, 2, and 3). Prices are determined by the
interaction of the supply and demand functions which are
influenced by government policies. The supply and
demand components are briefly discussed because they
affect the stocks and use variables which are included in
the price equation.” Agricultural policies may also affect
the factors of supply and demand. Many of these effects
are captured in the stocks or use variables and those that
are not will be accounted for separately in the price
model.

Wheat Supply

The elements of supply are beginning stocks, imports,
and production. Wheat is the principal food grain in the
United States and throughout much of the world. The
United Statesis the third largest producer of wheat in the
world, averaging 61.6 million metric tons in 1994-96, or
11 percent of world production. U.S. wheat’s farm value
of production totaled $9.8 billion in 1996, the fourth
largest of all field crops or 11.4 percent of total U.S. crop
value.

Beginning Stocks-Last year's carryover becomes the
current year's beginning stocks. Large or small carryover

levels usually have the most impact on price. Large
stocks can provide a cushion in a short crop year or a low
carryover may exacerbate a low production situation.

! This price model is one of many price forecasting tools used
by the USDA. Other price forecasts used by USDA are based on futures
market prices and other econometric models. Anal ysts'expert opinions
aso enter into the forecasting process.

*Stocks are equal to ending carryover inventories and use
refers to total use of a commodity, both total domestic and export use.
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Imports--Wheat imports := 5 insignificant factor for
U.S. supply for many years. Imports were fairly low in
volume and less than 1 percent of supply between 1960
and 1989. However, wheat imports became an issue in
the 1993/94 marketing year, as they reached 109 million
bushels, including products, or 4 percent of supply.
Imports have since declined to about 3 percent of supply,
but the U.S. remains an attractive market for Canadian
wheat.

Production--U.S. wheat production, the major component
of supply, is determined jointly by the area harvested for
grain and yield per acre. Until the 1996 Act, acreage
planted and harvested was affected by farm program
requirements and participation rates. The relationship
between area planted and harvested varies substantially
by region athough it is fairly stable at the national level.
Producers in cattle feeding areas typically graze out some
of their wheat fields, rather than harvesting them for
grain.

Prior to 1992, sharp declines or increases in planted area
were usually the result of changes in government
programs requiring acres to be idled. In an effort to
control production, support farm income, and limit
government costs, various acreage limitation programs
were employed, such as the acreage reduction program,
paid land diversion, 50/92, 0/92, and 0/85.* These supply
management programs were eliminated in the 1996 Act.
Thus, market prices rather than farm programs now have
a greater influence on acreage planted to wheat.

Average U.S. wheat yields have risen from around 30
bushels per acre in the mid- 1970's to an average of 38
bushels per acre in the 1990's. Wheat yield growth has
dowed in the last 15 years. Many factors affect U.S.
yields, including climatic conditions, weather, farm
management practices, variety, and soil type.

Wheat Demand

Components of wheat demand are food use, feed and
residual, seed, exports, and carryover stocks. Domestic
use is a growing component of total U.S. wheat
disappearance because of increased food use. Domestic
use claims about 50 percent of total disappearance, up
from an average 40 percent during 1975-84.

8 If supplies were estimated to be in excess by the U.S.
Department of Agriculture, acreage reduction programs (ARPs) were
required and paid land diversion programs (PLDs) were permitted.
Wheat producers had the option of under-planting their maximum
payment acres and receiving deficiency payments on a portion of the
under-planted acres (0,50/85-92).

Food--Food use has been the largest and most stable
component of domestic use, characterized by a steady
growth rate. Wheat is unique because it is the only cereal
grain with sufficient gluten to produce bread without
requiring mixing with another grain. The domestic
demand for wheat food use is relatively unaffected by
changes in wheat prices and disposable income and is
closely tied to population, tastes. and preferences.

Feed and Residua--Feed and residua use is more
variable than food use and is related to corn/wheat prices
and wheat crop quality. Wheat feed use is particularly
prominent at wheat harvest time when wheat prices are
low and new crop corn and sorghum have not been
harvested. Feed and residual use totaled about 19 percent
of total disappearance in the 1986 and 1990 crop years,
years of lower wheat prices, compared to about 6 percent
during 1988 and 1995, years of higher wheat prices. The
residual component includes negligible quantities of
wheat used for alcoholic beverages and estimation error
from other categories.

Exports--Exports are important to the U.S. wheat market,
as U.S. exports account for about half of total
disappearance. Wheat exports accounted for 11.7 percent
of the total value of U.S. agricultural exports or $7.0
billion in fiscal 1996. The United States is the world's
largest exporter of wheat with a world market share of
about 33 percent.

Food Aid under P. L.480, guaranteed export credit, and
special export programs have been very helpful to U.S.
wheat exports. The Export Enhancement Program (EEP)*
was important to U.S. wheat exports between 1986 and
1994 as over half of the U.S. exports in some of these
years received EEP subsidies (Fig. 1). EEP has not been
used for U.S. wheat exports since July 1995. It is unclear
whether EEP will be used in the future, but the 1996 Act
authorizes its use at reduced levels.

Carrvover Stocks--Carryover stocks reached levels
greater than 1 billion bushels between 1981 and 1987,
with ending stocks representing an average of 60 percent
of one year's use. However, as policies steered the sector

4 The Export Enhancement Program was initiated in May
1985 under the Commaodity Credit Corporation (CCC) Charter Act and
later formally authorized by the Food Security Act of 1985 and extended
by the Food Agriculture Conservation and Trade Act of 1990 and the
1996 Act. The major objective of this program is to help U.S. exporters
compete against unfair trade practices used by other countries. Export
bonuses were used to make U.S. agricultural commodities competitive
in world markets. Exporters received generic certificates prior to
November 1991 and cash bonuses thereafter.
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toward greater market orientation, ending stocks declined
and a more balanced supply and use situation arose in
199 | -96 with an average stocks-to-use ratio of 21
percent.

Agricultural Policies

Domestic agricultural policies may also affect the factors
of supply ands demand. Many of these effects are
captured in the stocks or use variables. For example,
Government price support programs have affected levels
of carryover stocks over time. Between the 1973 and
1996 farm bhills, the loan program,’farmer-owned
reserve, food security reserve and production controls
have been used to support prices. Also, various export
programs may enhance consumption of wheat by
subsidizing the price of wheat. How these programs
affected the price and stocks-to-use relationship is
important for modeling wheat prices. Situations where
policies altered the market price and stocks-to-use
relationship must be specifically accounted for in the
price equation. Consequently, a review of agricultural
policies is necessary to determine when adjustments to
the price and stocks-to-use relationship occurred.

The Agriculture and Consumer Protection Act of 1973
changed the existing income programs by replacing the
wheat certificate program with the target price concept
(Hat-wood and Y oung). Carryover stocks consisted only
of free stocks in 1974-76 and the stocks-to-use ratio
ranged from 26 to 65 percent for those years. Because
groins and oilseeds generally had favorable prices during
1974-76 there was an effort to make farm programs more
market oriented. The target price accompanied with
deficiency payments was designed to support income
without affecting market price. However, strong pricesin
1974-76 led to increased production and larger stocks
(Appendix Tables | and 2).

The Food and Agriculture Act of 1977 established the
farmer-owned groin reserve (FOR), which was in
response to the growing importance of exports and the
potential for greater global demand and price instability.

5 Price support for wheat producers is provided through
nonrecourse loans at the announced price support loan rate. A
participating farmer can pledge his crop as collateral to the Commodity
Credit Corporation (CCC) and then receive a9-month loan pledged at a
predetermined rate per bushel. If the market price is above the loan rate
plus nterest. the producer usually repays the loan with interest,
However. it' the market price 1s below the loan rate plus interest, the
producer may forfeit the wheat at the end of the loan term to the
Commodity Credit Corporation in full satwt'action of the loan.

In return for loans and annual storage payments, farmers
agreed not to market their grain for an extended period (3
to 5 years), unless the average farm price reached a
specified level caled the release price. The farmer-
owned reserve allowed the producer to maintain
ownership of the grain in contrast to a situation where a
producer would forfeit stocks to the government at low
prices under the regular loan program with no opportunity
to realize a gain if prices rose.

Entry into the wheat FOR, the FOR loan rate, and the
regular wheat loan rate appeared to heavily support
annual farm prices during the late seventies to mid-
eighties (Figs. 2. 3, and 4). Prices approached the loan
rate in 1977. the year when the Farmer-Owned Reserve
was introduced. Minimum loan rates were written into
The Agriculture and Food Act of 1981. The regular loan
rate for wheat was $3 a bushel in 1980 and reached $3.65
in 1983. Defaults to the CCC began to rise and CCC
stock levels surged. Loan rates were reduced to $3.30 in
1984 and 1985. During the mid- 1980s, market prices
were pressured downward when accumulated CCC stocks
were released upon the market. In retrospect. loan rates
in the early 1980’s were set so high that they supported
prices above market clearing levels.

During 1980-82, the FOR was implemented as a price
enhancement tool by offering producers reserve loans at
rates above the regular loan rate. This situation raised
questions about the FOR'’s goals, price stability or price
enhancement. The FOR loan rate was set at $4.00 per
bushel in 1982/83, $0.45 above the regular loan rate.
Harvested acres were the second highest ever in 1982/83
and this contributed to a rise in ending stocks to 1.52
billion bushels of which over I billion bushels werein the
FOR (Fig. 3).

The Food Security Wheat Reserve was created in the
1980/8 1 marketing year to provide a government-held
reserve of up to 4 million metric tons of wheat for
emergency food needs in developing countries. This
reserve was also part of the Government’s response to
criticism for the Russian grain embargo. In general this
reserve has not been a factor in the wheat market during
the 1990's, although some wheat was released during the
1995/96 marketing year. The authority for the Food
Security Wheat Reserve was repealed with the 1996 Act
and a new Food Security Commodity Reserve was
established that includes wheat, corn, grain sorghum, and
rice,

Because of large stock buildups, the Food Security Act
(FSA) of 1985 was designed to increase U.S.
competitiveness in world markets and to support farm
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income (Hoffman, Schwartz, and Chomo). The FSA
moved agriculture toward a more market-oriented farm
policy that would enable farmers to respond to economic
and market signals. The legislation lowered loan rates
and provided discretionary authority for their adjustment,
modified the FOR to prevent large buildups in stocks,
reversed upward trends in target prices, generaly froze
program yields, and authorized EEP and initiated the
Targeted Export Assistance Program (TEAP) to promote
agricultural  exports in response to subsidized
competition. The Conservation Reserve Program was
implemented with a goal of retiring 40-45 million acres
of highly erodible cropland from production for a period
of 10-15 years.®

In 1986 stocks had been equal to 83 percent of total use
but declined to 16 percent in 1995 (Fig. 4). Generic
certificates helped reduce the level of government and
FOR stocks.

The Food, Agriculture, Conservation, and Trade Act of
1990 as well as the subsequent Omnibus Budget
Reconciliation Act of 1990 (OBRA), followed the ground
work laid by the FSA of 1985. The main goals of the
FACT Act of 1990 were to further reduce spending, to
help maintain farm income growth through expanding
exports, and to enhance the environment. Major
mechanisms used to accomplish reduced budget
expenditures and improved agricultural competitiveness
were reduced payment acres (as authorized by the
Omnibus Budget Reconciliation Act) and planting
flexibility. The Conservation Reserve Program of the
1985 FSA was altered to cover lands adversely affecting
water quality and wetlands, and a new Water Quality
Protection Program was added.

& A program where producers sign contracts to convert
environmentally sensitive cropland to approved conservation uses for a
10 to 15 year period, in exchange for rental payments and payments to
share costs of establishing conservation practices. The CRP program is
available to participants and non-participants in the annual farm
programs. The producer submits a bid for a 10 or 15 year contract
stating the annual payment they would accept to convert thisland to a
conserving use. If the bid is accepted, USDA pays an annua rent to keep
this land in a conservation use. There were about 9 million acres of
whest base acres voluntarily enrolled in the CRP in 1997. Obviously,
such a program reduces wheat's production potential.

7 Negotiable certificates, which do not specify a certain
commodity, issued by USDA in lieu of cash payments to commaodity
program participants and sellers of agricultural products. The certificates
can be used to acquire stocks held as collateral on Government loans or
owned by the Commodity Credit Corporation. Farmers have received
generic certificates as payment for participation in numerous Government
programs.  Grain merchants and commodity groups also have been
issued certificates through the Export Enhancement Program and the
Targeted Export Assistance Program.

The Food, Agriculture, Conservation, and Trade (FACT)
Act of 1990 continued keeping commodity loan rates low
and reducing the role of the Farmer-Owned Reserve,
thereby phasing out government-owned stocks as a
stabilizing device. Wheat FOR activity declined under the
1990 Farm Bill and ceased during the 1993/94 marketing
year.  Annual acreage reduction programs helped
maintain stabilization. The stocks-to-use and price
relationship seems to have changed for the years of 1990
through 1994. Some of the factors that may have caused
this change include a change in EEP program
administration where subsidies were switched from
generic certificates to cash; passage of trade agreements,
the Canada-U.S. Free Trade Agreement and the North
American Free Trade Agreement, allowing for increased
trade between Canada and the U. S.; and ageneral policy
change that minimizes government stocks.

The 1996 Act continues the trends of the previous two
major farm acts toward greaster market orientation,
thereby gradually reducing the Government’s commodity
program influence in the agricultural sector (Young and
Westcott).  Annual production flexibility contract
payments replace the deficiency payment income support
mechanism. Price support programs are continued but
loan rates are kept at minimal levels, the FOR is
suspended, annual supply control programs are
eliminated, and planting decisions are decoupled from
program parameters.

The 1996 Act continues the marketing loan provisions for
wheat but since the wheat loan rate is capped at the 1995
level of $2.58 per bushel, significant activity under these
provisions is unlikely. Marketing loan provisions for
wheat began with the 1993 crop year. This program has
had little effect on wheat prices because prices have
generally been above the loan rate®.

Analytical Framework

This section illustrates how stocks are related to supply
and demand within a general equilibrium model and
develops the statistical model.

A genera equilibrium model isillustrated which reflects
competitive behavior (Labys; Westcott). The model
features supply, demand, stocks, and a market-clearing
identity.

8 In 1993, some loan deficiency payments (LDPs) were
made to wheat farmers. Most payments were for soft red winter wheat
located in certain Texas counties. Total wheat LDPs paid to farmers
were less than $1 million.
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s °f, (p, z flp)

D =f(p.y. 2)
I=f\(p.z flp, D9094)’
S-D-1=0

where endogenous variables aree S = supply, D =
demand. 1 = ending stocks, and p = market prices.
Exogenous variables are flp = FOR and loan program, y
= disposable income, D9094 = a period of an apparent
shift in the pricing relationships, and z = other exogenous
variables.

With the system in equilibrium, prices can be determined
from the inverse of the stocks function. At that price, the
supply and demand levels give an ending stocks estimate
which is consistent with the equilibrium price, through
the price-ending stocks relationship.

In the inverse stocks function-price determination
equation, prices are negatively related to stocks. Ending
stocks of an annual storable commodity, such as wheat,
reflect the relationship between supply and use (Labys).
If total use rises relative to supply, farm prices tend to rise
as ending stocks decline. On the other hand, if supply
rises relative to total use, prices tend to decline as ending
stocks accumul ate.

p f,"(I/D, flp, D9094)

The stocks variable is transformed to reflect stocks
relative to total consumption (Westcott). Therefore, the
stocks variable (1) is expressed as a percent of total use
(/D). This has particular importance over time as
demand for carryover stocks may increase because of
growth in the size of the wheat sector, measured here by
total demand.

Prices are expected to be positively related to the loan
rate, especialy in those years that loan rates were set high
relative to market prices and the loan program and
farmer-owned reserve isolated stocks from the
marketplace. Price support and stabilization measures
tend to increase the price received by producers usually
through government purchases.

‘Additional determinants of stock demand include differences
between current and expected futures prices and interest rates.

Entry into the wheat FOR, FOR loan rates, and regular
loan rates tended to limit price reductions especially
during 1979-85 (Fig. 1, Appendix Table 2, and Fig. 2).
Many grain price models have been estimated with the
dependent variable of price minus loan rate. This
relationship was used in past unpublished wheat price
forecasting equations, by Baker and Menzie's annual com
price model, and by Van Meir's analysis of com prices
and stocks, Such a dependent variable is no longer valid
in today’s market as market prices are well above support
prices.

Although there was a return to market orientation during
1986-96, some of the different relationships found from
1990 through 1994 could be due to a number of factors
(Fig. 4). First, EEP program administration may account
for some of this change because program subsidies
switched from generic certificates to cash in November
1991. Second, passage of trade agreements, CFTA and
NAFTA, alows for increased trade between Canada and
the U.S. Third, genera policy level changes minimize
government stocks. Additional research is required to
explain these relationships.

Model Specification

The price-carryout stocks relationship, equation (1),
specifies annual producer price as a function of the
stocks-to-use ratio, loan rates for the period 1979 through
1985, and a dummy variable to capture a shift in the
pricing relationships during 1990 through 1994. Based
on the relationships observed in figure 4, it appears that
a logarithmic functional form would best fit the data
between 1975 through 1996. A double log function is
specified and estimated with ordinary least squares (OLS)
regression to explain the all-wheat price with 22
observations.

(1) Log(P) = a+ b Log(l/D) + ¢ Log(FLP)*(D7985)
+d (D9094)
Where:

P = Weighted season average farm price for all wheat.'
a = intercept term. It is hypothesized that this coefficient

10 This price is computed by the USDA’s National
Agricultural Statistics Service. A monthly survey is conducted to
determine the price producers receive. These prices are weighted by the
monthly percent of marketing for the total marketing year. In the
process each of the five wheat classes are taken into account to arrive

at an all wheat price.
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is positive. If the logarithm of the stocks-to-use ratio is
zero, price is expected to be a positive number.

b = Estimated coefficient for the stocks-to-use variable.
It is hypothesized that this coefficient is negative. As the
stocks-to-use ratio declines, reduced stocks cause
increased upward pressure on the farm price. The
demand for carryout stocks is less at higher prices.

1 = Ending stocks, i.e. total carryover inventories.
D = Total domestic and export disappearance.

¢ = Estimated coefficient for the FOR and loan program
variable, representing years, 1979 through 1985, when the
FOR and loan programs kept market prices artificially
high. The sign of this coefficient is expected to be
positive.

Log(FLP)*(D7985) = An intercept shifter for the years
1979 through 1985, a time when prices were heavily
supported by the FOR and loan programs. FLP = Regular
loan rate and D7985 = 1 in 1979 through 1985 and zero
for other years.

d = Estimated coefficient for a dummy variable that
represents an apparent shift in the pricing relationship for
the years of 1990 through 1994.

D9094 = A dummy variable equal to 1 for 1990 through
1994 and zero for other years. This variable is an
intercept shifter, in contrast to a slope shifter.

Data
Data for the estimation of eguation (1) are found in

Wheat: Situation_and Outlook Yearbook. Data are
shown in Appendix Tables 1, 2, and 3.

Results

The estimated price equation is shown in Table 1. The
coefficients for the intercept and loan rates are positive
and the coefficient for the stocks-to-use variable is
negative, al as hypothesized. The coefficient for the
1990-94 dummy variable was negative. The estimated
price equation has significant t-statistics and 88 percent of
the variation (log of annual wheat prices) is explained by
the equation. The t-statistics are shown in parentheses
below each estimated coefficient.  All estimated
coefficients are significant at the 1-percent level, Price
forecasts based on equation (2) and a range of
corresponding stocks-to-use ratios are shown in Figure 5,
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Table 1: Ordinary Least Squares Estimates for the Wheat Price Equation,
1975-96

(2)Log(P) = 2,6225 -0,40263 Log(l/D) + 0.21941 Log(FLP)* D7985

(19,73) (-1 1.08) (7.116)

-0.2217 (D9094).
(-5.522)
R*=0.883
Standard error of the estimate = 0.066807
Durbin-Watson Statistic =2,2679
Degrees of freedom =18

Note: Autocorrelation adjustments were not necessary.
Price Forecasts

The annua 1997/98 price forecast for all wheat at the
producer level is $3.54 per bushel, based on results found
in equation (3).

— (2.6225 - 0.40263*Log(I/D) + 0.21941*Log(FLP)*D798S - 0.2217*D9094)
(3)P=¢ v

This price forecast falls within the upper end of the price
projection range of $3.05 to $3.65 per bushel released in
the World Agricultural Supply and Demand Estimates
(WASDE) report, August 12, 1997. Based on the August
1997 WASDE report, the projected 1997/98 stocks-to-use
ratio was 29.3 percent. Inserting this ratio into equation
(3) yields a price projection of $3.54 per bushel. With the
standard error of the estimate equal to 0.0668 there is a
two-thirds chance that the price will fall within arange of
$3.31 to $3.78 per bushel.

Price forecasts and ranges corresponding to different
stocks-to-use ratios are shown in Table 2.

Table 2: Season Average Price Forecasts for All Wheat,
Assuming Different Stocks-to-use Ratios

Stocks-to-use Price Price Range
Retio Projectlon +| Standard error of
Estimate
Percet e Dollars per Bushel -------
5.0 7.20 6.74--7.70
75 6.12 5.72--6.54
10.0 5.45 5.10--5.83
125 4,98 4.66--5.32
15.0 4.63 4.32--4.95
175 435 4.07--4.65
20.0 4.12 3.86--4.41
225 3.93 3.68--4.20
25.0 3,77 3,52-4.02
275 363 3,39--3.88
30.0 350 3,27--3,74
325 3,39 3.17--3.62




Model Performance

The performance of the wheat price equation was deemed
satisfactory (Fig 6). "' Although it captured only 6 of the
8 turning points in the period 1975-96, the mean absolute
error for the period was $0.150 per bushel or a mean
absolute percentage error of 4.8 percent. The mean
absolute error ranged from $0.006/bushel in 1990 to
$0.329/bushel in’ 1977. In comparison, the mean absolute
percentage error for corn price forecasts during the period
1975-96 for a similar model was $0.12 per bushel and the
mean absolute percentage error was 5 percent (Westcott
1997).

Conclusions

The wheat price forecasting model presented a stocks-to-
use ratio to explain the annual farm price of wheat. A
double log price equation was estimated which related the
stocks-to-use ratio of wheat to the annual producer price.
[n-sample performance of this model was deemed
satisfactory with 88 percent of the price variation
explained. Although the wheat price equation had strong
statistical properties, further efforts are needed to explain
the relationships during the period of 1990 through 1994.
This time period may have been affected partly affected
by interactions with the global wheat marketplace and by
the U.S. EEP program, factors not explicitly represented
by the model.

This price model should be used with care. The model
may omit other factors that can influence price.
However, it is argued that the effects of these variables
are largely captured in the stocks and use variables. The
main variables included in this model. stocks and use,
may be related to each other in ways that suggest use of
estimation techniques more sophisticated than regression
analysis. Nevertheless, this model provides a strong
analytical tool in the arena of price forecasting. It is
simple and easy to use and has reasonable forecasting
accuracy.

Suggestions for Further Research

Several additional approaches seem warranted with the
stocks-to-use model.

. The relationship between nominal wheat prices and
inflation should be examined.

1performance was based on in-sample statistics. Insufficient
observations preclude out of sample statistics.

« The relationship between free stocks and prices should

be examined, thereby removing the stocks that were
isolated from the marketplace by Government programs.
Also, what relationship exits between Government
stockg/total stocks and prices?

. The effects of EEP, imports, and other global market
interactions should be explored. What effects has EEP
had on the U.S. producer price for wheat? How have
these effects affected the level of imports? Also, have
imports affected the U.S. producer price for wheat?

. The different effects of food, feed, and export demand
should be explored, to represent valuations of wheat
quality factors implicit in different uses.

Lastly, is a stocksto-use model, simultaneous set of
equations model, or simulation model adequate to
forecast prices in the new policy era? Each model type
relies upon past observations influenced by past policies
and events. In the past 22 years the wheat sector has been
free of government and FOR stocks for only 3 years,
1974-76. Are there other approaches that would be more
appropriate?
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Appendix Table |: U.S. Wheat Supply and Disappearance by Marketing Year. | 974/75- 1997-98 1/

supply Disappearance Ending Stocks May 31

Year Domestic Use Total

beginning Beginning Imports  Total Exports Disap- Government Privately  Tota
Junel Stocks- Prodcution 2/ Food Seed Feed 3/ Tota 2/ pearance owned owned 4/

. Million bushels

1974/75 340.1 1,781.9 34 21254 5450 920 34.9 6719 1.0185 1,690.4 NA 435.0 435.0
1975/76 435.0 2,126.9 24 25643 5885 100.0 37.3 7258 11729 1,898.7 NA 665.6 665.6
1976/77 66s.6 2,148.8 27 28171 5880 920 74.4 754.4 949.5 1,703.9 NA 1.113.2 1,113.2
1977178 1,113.2 2,045.5 19 31606 585 800 1925 8590 11238 19828 433 11295 11778
1978/79 1,177.8 1,7755 19 29552 5924 87.0 1575 836.9 1,194.2 2,031.1 51.1 873.0 924. |
1979/80 924.1 21341 21 3,060.3 59.1 101.0 85.9 783.0 13753 2.158.3 187.8 714.2 902.0
1980/8 1 902.0 2,380.9 25 32854 6105 1130 590 7825 15138 2,296.3 199.7 789.4 989.1
1981/82 989.1 2.785.4 28 37773 6024 1100 1348 847.2 1,770.7 2,617.9 190.3 969.1 1,159.4
1982/83 1,159.4 2,765.0 76 39320 6164 97,0 1948 908.2 1,508.7 2,416.9 192.0 13231 15151
1983/84 15151 2,419.8 38 39388 6426 1000 3712 11138 1!,4264 25042 188.0 1.210.6 1,398.6
1984/85 1,398.6 2.594.8 94 40028 651.0 980 407,! 11561 14214 2.577.6 377.6 1,047.6 1.425.2
1985/86  1,425.2 2,424. | 163 38656 6743 930 2842 10515 9091 1.960.7 601.7 1,3033  1.905.0
1986/87 },905<0 20906 213 40168 7122 840 401.2 11974 9985 2,195.9 830.1 990.8  1,820.9
1987/88 1.820.9 2.107.7 16.1 39447 720.7 850 290.2 1,09.0 15879 2,683.8 283.0 977.8 1,260.8
1988/89 1.260.8 18122 227 3,0957 7258 1030 1505 979.2 14149 2.394.1 190.5 Sttd 701.6
1989/90 701.6 2,036.6 225 2,760.7 7489 1043 1391 992.3 11,2320 2,224.3 116.6 419.9 536.5
1990/91 536.5 2,729.8 364 33026 789.8 929 4824 13651 1,069.5 2,434.5 162.7 705.4 868.1
1991 /92 868.1 1,980. | 40.7 2,889.0 789.5 97.7 2445 11316 12823 2,413.9 152.0 323.0 475.0
1992/93 475,0 2,466.8 70.0 3,011.8 8348 99.1 1936 11276 13536 2,481.2 150.0 380.7 530.7
1993/94 530,7 2,396.4 1088  3,0359 8717 96.3 2717 12397 12278 2,467.4 150.3 418.2 568.5
1994/95 568.5 2,321.0 919 29814 853.0 892 3444 12866 11833 2,474.8 142.1 364.5 506.6
1995/96 506.6 2,182.6 679 2757.1 8830 1041 1519 11400 12411 2,381.1 118.2 257.8 376.0
1996/97 376.0 2,281.8 90.0 27478 8920 103.0 3100 13050 1,001.0 2,306.0 93.0 351.2 444.2
1997/98 5/ 444.2 25305 950 3,069.7 9000 1000 2750 12750 11000 23750 93.0 601.7 694,7

NA=Not available

|/Totals might not add because of rounding.

2/imports and exports include flour and other products expressed in wheat equivalent.
3/Residual; approximates feed use and includes negligible quantities used for distilled spirits.
4/Includes outstanding and reserve loans.

5/projected as of August 12, 1997.

Source: Wheat: Situation and Outlook Yearbook. U.S. Department of Agriculture. Economic Research Service. WHS- 1997. March 1997.
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Appendix table 2: Wheat: Carryover Stocks, Farm Prices, and Support Prices 1974/75-1997/98

Crop Carryover Stocks
year Price Loan Target  Direct
ccc FOR 1/ Free Total 2/ received rate price payment
------------------- Million bushels m-mmmmmmsmemm--m---- - $/bushel --oooooeeeoeeooo-
1974/75 - - 435 435 4.09 137 2.05 -
1975/76 - - 666 666 3.56 1.37 2.05 -
1976/77 - - 1,113 1,113 2.73 2.25 2.29 -
1977/78 48 342 788 1,178 2.33 2.25 2.90 0.65
1978/79 51 393 481 924 297 2.35 3.40 0.52
1979/80 188 260 454 902 3.80 2.50 3.40
1980/81 * 200 360 429 989 3.99 3.00 3/3.63
1981/82* 190 562 407 1,159 3.69 3.20 3.81 4/ 0.15
1982/83* 192 1,061 262 1,515 3.45 3.55 4.05 0.50
1983184* 188 611 600 1,399 3.51 3.65 4.30 0.65
1984185* 3718 5/ 654 393 1,425 3.39 3.30 4.38 1.00
1985186* 602 5/ 433 870 1,905 3.08 3.30 4.38 1.08
1986187 830 5/ 463 528 1,821 242 2.40 4.38 1.98
1987188* 283 467 511 1,261 257 2.28 4.38 181
1988189* 190 287 225 702 3.72 221 4.23 0.69
1989/90 * 117 144 275 536 3.72 2.06 4.10 0.32
1990/91 * 163 14 691 868 2.61 1.95 4.00 1.28
1991/92* 152 50 273 475 3.00 2.04 4.00 6/1.35
1992193* 150 28 353 531 3.24 221 4.00 0.81
1993194* 150 6 412 568 3.26 2.45 4.00 1.03
1994195* 142 0 365 507 3.45 2.58 4.00 0.61
1995196* 118 0 258 376 4.55 2.58 4.00 0
1996197* 95 0 349 444 4.35 2.58 N.A. 0.87
1997198*71 93 0 602 695 3.35 2.58 N.A. 0.63

--- = Not applicable.

N.A.= Notavailable.

* = Includes food security resrve. 1/ Farmer-owned reserve. 2/Totalsmightnotaddbecauseof rounding
3/Growers who planted in excess of their normal crop acreage were eligible for a target price of $3.08 a bushels.

4/ Deficiency payment rate, 1981/82 to 1995/96; production flexibility contract payment rate, thereafter.

5/ Includes special producer storage loan program. 6/Winter wheat option 1.25. 7/Projected as of August 12, 1997.

Source: Wheat: Situation and Outlook Y earbook. U.S. Department of Agriculture. Economic Research Service.
WHS- 1997. March 1997.
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Appendix Table 3: U.S. Wheat Exports by Selected Programs

Total confessional,
CCCexport credit,
Export and EEP exports divided
Fiscal Section Food for Aid Total enhancement Total U.S. by total exports
Year P.L.480 416 Progress 1/ confessional CCC export credit program  wheat exports 2/

t

1,000 Metric Tons Percent
1978/79 3,234 0 7 3.241 2,684 0 31,340 19
1979/80  2.785 0 44 2,829 1,945 0 36,066 13
1980/81 2,537 0 - 4 2.541 3.261 0 42.246 14
1981/82 2,978 0 0 2.978 3,725 0 44,607 15
1982/83 3,340 0 123 3,463 8,597 0 36,701 33
1983/84  3.442 0 0 3.442 11,406 0 41,699 36
1984/85  4.392 0 74 4.466 8,221 0 28,524 44
1985/86 4.685 76 - 513 5,274 7,740 4,916 24,626 59
1986/87  3.927 406 - 1 4,334 8,125 12,214 28,204 67
1987/88 3,321 1.186 - 292 4,799 9,273 26,679 40,523 80
1088/89  3.020 137 - 806 3.963 8,897 17,906 37,660 68
1989/90  2.985 0 52 28 3,065 7,759 12,806 28,064 70
1990/91 3,067 0 92 0 3.159 8.339 15,150 26.792 78
1991/92 2,286 0 130 0 2,416 12,334 21,111 34322 76
1992/93 3/ 2,043 890 1,067 NA 4,001 8,538 21.806 36081 79
1993/94 3/ 2.801 0 726 NA 3,527 5,874 18,157 31145 75
1994/95 3/ 1.491 0 457  NA 1.948 4,202 18,073 32088 68

1/U. S. Agency for International development Commodity Import Program. 2/Shares of wheat exports take into consideration the overlap
between sales under the EEP and export credit guarantee programs. 3/Preliminary. --= Not applicable. NA = Not available.

Sources: P. L.480 shipment data are developed by USDA. ERS as of 2/19/97; export credit guarantee and EEP data are from
USDA. FAS. Export Credits Divisions: export data are from USDA. ERS, Foregin Agricultural Trade of the United States.
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Figure 1: U.S. Wheat Exports by Selected

Programs and Total U.S. Wheat Exports, Fiscal
Years 1978/79-1994/95
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Figure 2: U.S. Wheat Farm Price and Loan Rate,

Crop Years 1974-96
Dollars per Bushel
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Figure 3: Ending Stocks of U.S. Wheat
Crop Years 1974-96

Million Bushels
2,500

1974/75 1976/77 1978/79 1980/81 1982/83 1984/85 1986/87 1988/89 1990/91 1992/93 1994/95 1996/97
Crop Years

ccc B For M Free

Figure 4: Annual Farm Price and Stocks-to-Use

Relationships, Crop Years 1975-96.
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Figure 5: Forecasts of All Wheat Producer Price

Crop Years, 1975-96
Producer Price (Dollars per Bushel)
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Figure 6: Comparison of Actual and Estimated
Annual Producer Prices for Wheat, Crop Years
1975-96

Average Annual Producer Price
5

| | | | | | | | | | |
1
1975 1977 1979 1981 1983 1985 1987 1989 1991 1993 1995
Crop Years

Actual Price Estimated Price

146



AN ANNUAL MODEL FOR FORECASTING CORN PRICES
Paul C. Westcott, Economic Research Service, USDA

The U.S. com crop plays a major role in the
agricultural sector. As a source of income to farmers,
com is the largest crop in terms of cash receipts. Over
thelast 5 years, com cash receipts have averaged more
than $16 billion; accounting for about 17 percent of
total crop cash receipts. Corn also has an important
role in linkages within the agricultural sector among
various crops and between crops and livestock. Corn
competes with other crops for land in farmers'
production decisions, particularly soybeans. Corn is
also the largest feed grain used by the livestock sector.
Further, the U.S. is the largest exporter of corn,
accounting for over 70 percent of global com trade thus
far in the 1990s. Consequently, events which affect the
corn sector and com prices are carefully watched by
many subsectors within agriculture.

New agricultural legislation enacted in 1996
fundamentally changed the nature of farm commodity
programs in the United States, furthering trends
towards market orientation in the sector. In particular,
changes in the income support program shifted much of
the risk of price volatility from the Government to
producers (see Young and Westcott). As a result,
market information affecting com prices is particularly
important under the 1996 Farm Act as farmers seek to
make informed farm management decisions to manage
risk and other market participants work within a more
market-oriented agricultural sector.

To provide market information regarding the
agricultural sector, each month the U.S. Department of
Agriculture (USDA) analyzes major agricultural
commodity markets and publishes annual supply,
demand, and price projections for the current year.
Additionally, once a year USDA publishes longer-term,
10-year projections for the agricultural sector that
include commodity supply, demand, and prices.

This paper examines some of the factors that affect
farm-level com prices. An annual framework is
employed to develop a com price model, designed to
be used in USDA's projection activities in conjunction
with ongoing commodity market analysis of supply and
demand factors. The relationship estimated builds on
2 types of factors that influence prices--market supply
and demand conditions, and Government price support
programs.
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Market forces, as measured by supply and demand,
influence prices. Year-ending stocks of an annualy
produced commodity, such as corn, summarize the
effects of both supply and demand factors during the
year, and are a useful indicator of price movements for
the commaodity. Annual prices for grains tend to have
a strong negative correlation with their ending stocks.
High stocks typically result in lower prices, while low
stocks put upward pressure on prices.

Government programs have also been important in
influencing farm-level prices for grains.  Some
programs have influenced prices indirectly by placing
restrictions on the use of land for agricultural
production, for example. Historically, the nonrecourse
commodity loan program has directly affected prices
by providing support to farm-level prices and affecting
market equilibrium in some periods. The key policy
variable used in the price modeling effort in this paper
is the price support loan rate. However, the role of the
loan rate in influencing prices has differed historically
as the nature of the commaodity loan program has
changed under different farm legisation.

Previous Research

Many com price models have employed the stocks-to-
use ratio to represent market conditions in explaining
movements in com prices. The stocks-to-use ratio is
defined as stocks of the commodity at the end of a
particular time period divided by use of the commodity
during that time period. As such, market conditions of
supply and demand are summarized in this measure.
Van Meir, and Baker and Menzie used stocks-to-use
ratios in annual frameworks analyzing com prices,
while Westcott, Hull, and Green used such an approach
in a quarterly model for com prices. Numerous other
unpublished annual com price models using stocks-to-
use ratios have been used internally within USDA in its
forecasting activities. In each model, the stocks-to-use
variable is negatively related to com prices and
provides a downward sloping nonlinear curve of prices
plotted against ending stocks-to-use,

To represent the effects of Governmental price support
programs on prices, many grain price models have been
estimated with the dependent variable of price minus
loan rate. The Baker and Menzie annual com price



model and part of the Van Meir analysis of corn prices
and stocks used this approach, as did most of the
unpublished USDA models. The U.S. price support
program affected grain prices, particularly in the late-
1970s through the mid- 1980s. During this period, the
support program’s loan rate for corn was generally high
enough to influence market prices. However, changes
in the price support program since 1986 have resulted
in less interference of that program with price
determination.

Price Support and Commodity Storage Programs for
Corn

The commodity price support program for corn alows
producers to receive a loan from the Government at a
designated loan rate per unit of production by pledging
some of their corn production as loan collateral.
Following harvest of the corn crop, a farmer who has
enrolled in the corn program may obtain a loan for
some portion of the new crop. For each bushel put
under loan and pledged as loan collateral, the farmer
receives a per-bushel amount equal to that year's loan
rate. Under the loan program, the producer must keep
the crop designated as loan collateral in approved
storage to preserve the crop’s quality. The producer

may repay the loan at any time during the length of the
loan, usually 9 months. However, at the end of the
9-month loan period, the farmer may choose instead to
default on the loan rather than repaying it, keeping the
loan money and forfeiting ownership of the loan
collatera (the corn) to the Government. Defaulting on
the loan would make economic sense for the producer
if the market prices were below the loan rate, because
the producer would effectively have received the loan
rate for the crop rather than the lower market price.

Historically, loan rates were set high relative to market
prices in the late 1970s through the mid- 1980s (see
figure 1). Loan program defaults resulted in the
acquisition of com by the Government, and
Government stocks of com reached over 1.1 hillion
bushels in 1982, or 15 percent of annual use. Also, a
multi-year Farmer-Owned Reserve program was begun
in the late- 1970s, which provided storage subsidies to
farmers to store grain under loan for 3to 5 years.
Additional price support was provided under Farmer-
Owned Reserve program in some years. The long
duration of this storage program combined with high
release prices needed for grain to exit the reserve
effectively isolated a large amount of grain from the
marketplace. By 1982, com held in the Farmer-Owned

Figure 1. Corn price and loan rate
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Reserve rose to amost 1.9 hillion bushels, about 26
percent of annual use.

Changes in the price support program since 1986 have
resulted in less interference of that program with price
determination., Farm legislation enacted in 1985
significantly changed the loan program and the effect
of price supports on market prices, starting in 1986.
Prices supports for grains were sharply reduced. The
loan rate for corn was lowered from $2.55 per bushel
for 1985 to $1.92 per bushel in 1986. Additionally, no
further com was permitted to enter the Farmer-Owned
Reserve during 1986-1990. Also, com in the reserve
was more accessible to the marketplace as a new policy
instrument introduced under the 1985 farm law, generic
certificates, allowed early access to grain in the reserve
before its contract expiration. Essentially, the loan
program continued to provide producers a source of
short term liquidity, but it no longer supported com
prices.

Policy changes since 1990 have continued to keep the
price supporting aspects of the loan program at a
minimum. Since 1986, the com loan rate has ranged
from $1.57 per bushel to $1.92 per bushel, well below
market prices for com in most years. Implementation
of marketing loans for com starting in 1993, which
allow repayment of loans at less than the original loan
rate, further reduced the loan program’s potentia effect
on market prices. As a consequence, since 1986, price
determination for com has largely occurred in the
marketplace based on supply and demand conditions
without the influence of the Government price support
program.

The Model

The general framework used here relating prices to
ending stocks derives from an equilibrium model. In
its simplest form, without the Government price
support program, supply, demand, and stocks are each
a function of price, with the market-clearing,
equilibrium condition of determining the price at which
supply equals demand plus stocks (equations 1-4).

1) S=1(p) (Supply function)
2 D=g(p) (Demand function)
(3 K=h(p) (Stocks function)

4 S D-K=0 (Equilibrium condition)
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Sissupply, D isdemand, K is ending stocks, and p is
market price. Supply is positively related to price
while demand and stocks are negatively related to
price.

In equilibrium, prices can be determined from the
inverse of the supply, demand, or stocks function.
Taking the inverse of the stocks function provides a
price determination equation, with prices negatively
related to stocks.

(Inverse stocks function;
price equation)

G p=hlK)

Introducing the Government price support loan
program adds to the stocks function by incorporating
the commodity loan rate to the function, as represented
in equation 3a.
K=h(p;LR) (Stocks function with
Government loan
program)

(3a)

K’ isthe revised stocks function and LR represents the
loan rate. The Government loan program provides an
additional feature to stockholding behavior that
depends on the loan rate incentive to use the loan
program,

With this alternative stocks function, the inverse stocks
function gives the following price determination
equation.

(5a)

Prices would be expected to be negatively related to
stocks. Prices would be expected to be positively
related to the loan rate, particularly in those years that
loan rates were set high relative to market clearing
price levels and the Farmer-Owned Reserve isolated
stocks from the marketplace, thereby resulting in
interference of the loan program with price
determination.

p=h"'(K;LR)

Modéd Implementation

The fictional form used to estimate equation 5a for
annual com pricesislogarithmic. Semi-log and
exponential functional forms can alternatively be used
and provide similar estimation results to those
presented here.

(6) Ln(p)=a+bLnKU)
+c¢Ln(LR) * Dum7985



U represents annual com utilization, Dum7985
represents a dummy variable equal to 1 in 1979-1985
and equal to O in other years, and a, b, and c are
parameters to be estimated.

In equation 6, stocks (K') are measured relative to an
indicator of the “scale of activity” in the com sector,
represented by the realized level of demand, actua
utilization (U). This adjustment is needed because of
growth in the com sector over the last 20 years, so a
particular level of stocks today represents a smaller
portion of total use (or realized industry demand) than
the same level of stocksin 1975. The result is astocks-
to-use variable commonly used in price models,
providing a measure of relative market tightness for the
commodity. The expected sign of the stocks-to-use
coefficient (b) is negative.

The interaction term of the loan rate (LR) times the
dummy variable (Dum7985) represents the effects of
the loan program on com prices from the late-| 970s
through the mid- 1980s. The years chosen for the
interaction term were when the commodity loan
program, in conjunction with the structure of the
Farmer-Owned Reserve program, resulted in the loan
rate interfering with the sector reaching its market
clearing price level. Loan rates were relatively high in
those years and the multi-year Farmer-Owned Reserve
program, with high release prices, isolated those
reserve stocks from the market. The price supporting
aspects of the loan program in those years imply that
the expected sign for the coefficient (c) for the loan rate
interaction term is positive.

The specification of the interaction term represents an
intercept shift related to the loan rate rather than a slope
shift related to the stocks-to-use variable. An
alternative specification that included a slope shift
adjustment for 1979-1985 produced a result that was
not statistically significant.

Farm-level prices used to estimate the model are season
average prices collected by the U.S. Department of
Agriculture's National Agricultural Statistics Service
and re-published in the Economic Research Service's
Feed Situation and Outlook Yearbook (March 1997).
Stocks, utilization, and loan rate data also are from the
Feed Situation and Outlook Yearbook.
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Model Results

The model was estimated using ordinary least squares
regression, with annual data from 1975 through 1996.
The estimated logarithmic regression equation is

@ Ln (p)= 1.539-0.2426 Ln (K'/U)

(19.2) (9.1)
+0.2896 Ln (LR) * Dum7985
(7.3)
R*= 0.845 D.W.=1854

with t-statistics shown in parentheses under each
coefficient.

Over 84 percent of the variation in annual com prices
is explained by estimated equation 7. Each coefficient
has the expected sign, with a negative sign for the
stocks-to-use variable and a positive sign for the loan
rate shift variable. Each coefficient is significant at the
1 percent level.

A graph of the regression equation results is shown in
figure 2, adjusting from logarithms to levels of each
variable. Corn prices are plotted against ending stocks-
to-use ratios. The circles in figure 2 represent the
historical observations for the 1975-1996 estimation
period. The lower price curve applies for al years
except 1979-1985 and represents the equation that
would currently be used for forecasting com prices.
The higher price curve represents the years 1979-1985,
which incorporates the average price supporting effect
of high loan rates in those years. The average
difference between the 2 price curves for the
1979-1985 period is about 60 cents a bushel.

Model Evaluation

Figure 3 shows a graph of the predicted values derived
from estimated equation 7 along with the actual com
prices. In general, the price model tracks actual com
prices well. Most differences between the model
estimate and the actual com price are less than 15 cents
abushel. The largest difference isin 1988, the year of
amajor drought in the Corn Belt region of the United
States.




Figure 2. Corn price equation
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Table1--Model performsnce measures. selected periods

Mean Mean absolute
Time period absolute error percentage error
Cents per bushel Percent
1975-1996 121 5.1
1990-1996 9.7 4.6

Table 1 shows mean absolute errors and mean absolute
percentage errors for the full estimation period,
1975 -1996, and for a selected subsample of recent
years covering 1990-1996. For the full sample, the
mean absolute error is about 12 cents a bushel, with a
mean absolute percentage error of about 5 percent.
Importantly, for price forecasting applications, model
performance is somewhat better in recent years (the
1990s), with a mean absolute error under 10 cents a
bushel and a mean absolute percentage error of 4.6
percent. These dtatistical performance messures
indicate good performance for the corn price model.

Conelusions

The corn price model presented in this paper uses a
stocks-to-use ratio formulation. The model also
addresses issues regarding the historical influence of

Government commodity loan and storage programs on

com price determination. Loan programs are shown to

have had an effect on corn prices in the late-1 970s

through mid- 1980s. However, with farm program

changes of 1985 farm legislation, lower loan rates and

other features of commodity loan and storage programs

have not had as much influence on prices over the last

decade. Price determination now occurs in the

marketplace, based on supply and demand factors. The

stocks-to-use ratio used in the model captures these

market effects.

The statistical performance measures as well as the
graph of actual prices and model estimates indicate
good performance for the corn price model. This is
particularly the case given the large range of corn
prices over the sample period used to estimate the
model (1975- 1996) as well as the changing nature of
the influence of Government programs on com price
determination.
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The relatively simple structure of the estimated reduced
form model for com prices and the model’s minimal
data requirements lend itself to easy use in com price
forecasting applications in conjunction with market
analysis of supply and demand conditions. In
particular, the model is used within USDA as part of
the Department’ s short-term market analysis and long-
term projections activities.
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FORECASTING WORLD COTTON PRICES
Stephen MacDonald, Economic Research Service, USDA

This paper presents a forecasting model used by the
Economic Research Service (ERS) of USDA for its
contribution to the unpublished forecasts of the
Department’s , interagency  Cotton  Estimates
Committee. USDA does not publish any cotton price
forecasts, and its unpublished price forecasts are not
directly derived from this or any other single model.

Since 1929, Congress has forbidden USDA from
publishing forecasts of cotton prices (see Townsend for
a discussion of the circumstances surrounding this
legislation). However, commodity price forecasting by
USDA is not solely geared towards publication, and the
Department’s Interagency Cotton Estimates Committee
calculates unpublished estimates of world and domestic
cotton prices each month. This paper details a single
equation forecasting model for world cotton prices used
to assist ERS in its contribution to the USDA price
forecasts. Several aspects of the model’s specification
are discussed in the context of developments in U.S.
and foreign cotton markets over the last 25 years. The
model is based on the relationship between price,
consumption, and stocks, and also attempts to account
for the wide variety of policiesin the United States and
overseas.

World Prices

There are a wide variety of prices available for any
given major commodity, each associated with a specific
location and function. Determining which price is
“the” world price is occasionaly difficult, and even
widely accepted choices involve trade-offs between
varying degrees of specificity and generaity. At
USDA, world prices for wheat, corn, and soybeans are
generally accepted to be described by the Agricultural
Marketing Services (AMS) prices at U.S. Gulf Ports
(USDA). The drawbacks to this choice include the loss
in generality stemming from fixing the price to a
specific quality from a single origin. At times, world
com markets may be influenced by different factors
than those heavily weighing on number 3 com or U.S.
corn.

An average per-unit value--like an import unit value or
average price received by farmers-may generalize with
respect to origin or quality, but has the disadvantage of
potentially varying as the shares of origins or qualities
vary.
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For cotton, an average of price quotes for a specific
quality of cotton ( middling 1-3/32") grown in various
regions, but quoted for delivery in Northern Europe,
has become accepted as a measure of the world price.
This average is published daily by Cotlook Limited,
and is known as the A-index. Cotlook Limited has
registered the Cotlook A-index as a trademark, and
each issue of Cotton Outlook magazine details how the
index is derived. U.S. legidation has led to the
adoption of an index identical to the A-index to help
trigger policy decisions for the U.S. cotton marketing
loan program (MacDonald). Thus, forecasts of the A-
index are useful to both public and private sector
policy-makers.

The Model

Assuming production of cotton is fixed before the
beginning of the marketing year, then the following
equilibrium model of the cotton market can be
specified:

supply, §$=Q

Demand, C= f(P)

Stocks, I=g(P)
S-C-1=0

where: Q is amount of crop production for that given
year (plantings depend of previous year's price, and the
size of the harvest is determined before the beginning
of the marketing year, although it is not necessarily all
immediately available at that time) and P is price.
Prices can be determined from the inverse of either the
consumption or stocks function. Taking the inverse of
the consumption function yields a price determination
equation with prices directly related to consumption,

p= f'(c)

Following Westcott, this consumption variable is
measured relative to a “scale of availability” in the
cotton sector, represented by the realized end of year
stocks (1 ). Textile production is a capital-intensive
process, and is most profitable when machinery
operates continuously. A rate of consumption that
suggested a depletion of the current year's cotton



supply before the availability of the following year's
harvest would suggest a period during which textile
producers would have no income to meet their fixed
costs. Uncertainty regarding the size, timing, and
transportation of the following year's crop suggests
consumption should never be large enough to
completely deplete the year's supply by, or even
shortly after, the end of the year. Thus, we are |eft with
arelationship stating prices are directly proportional to
the ratio of consumption and ending stocks, and the
implication that over a long time period this
proportionality can shift as the risk of beginning the
next marketing year with low supplies varies,

p=Ff1(C/1,2)

where z is the set of exogenous factors that can shift
the relationship between current year price and
use/stocks. Figure 1 illustrates how trends in inflation-
adjusted cotton prices and globa use/stocks have
varied since 1971. The growing divergence between
these two variables suggests the relationship has not
been constant.

In this model the exogenous shift variables include:
dummies representing different U.S. agricultural policy
regimes, dummies for a few years of specific economic
or policy shocks, variables capturing the impact of U.S.
payments to cotton exporters (under a program that has
made payments to both domestic users and exporters of
cotton), and variables capturing consumers
expectations of changes in the cost of consuming
cotton. A real U.S. exchange rate is aso included as a
separate variable since much of the world's
consumption occurs in economies where neither costs
nor returns are calculated in U.S. dollars. This could be
specified by adjusting the A-index (which is reported
in terms of U.S. currency) by the exchange rate.
However, exchange rate changes are not exactly the
same as changes in product prices (Goldstein and
Khan), so the exchange rate was used as an explanatory
variable, and the price remained in U.S. currency.

Given the somewhat ad-hoc nature of the exogenous
shift variables introduced into the model, hypothesis
testing of parameter values is not reliable, However,
the model is still suitable for forecasting purposes since
the large number of explanatory variables ( 11 ) suggests
the danger is greater that the model includes irrelevant
variables than is the danger that it omits relevant
variables. Omitting relevant variables introduces bias
and inconsistency into the parameter estimates for the
included variables, in most cases (Pindyck and
Rubinfeld). Irrelevant variables reduce efficiency but
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do not introduce bias or inconsistency, and, when the
concern is with forecasting rather than hypothesis
testing, the cost of mistakenly excluding a relevant
variable is greater than the cost of including onethat is
irrelevant. Therefore, some variables for which theory
suggestsinclusion, but test statistics suggest omission,
remain in the model.

Data

The dependent variable ( P ) was an unweighed
marketing year average of the daily A-index in U.S.
currency, adjusted by the U.S. GDP deflator. This is
the deflator used for al the real prices in USDA’s
baseline forecasts. The stocks variable (| ) is world
ending stocks according to USDA's official database,
minus China’s ending stocks. Similarly, the
consumption variable ( C ) is world consumption minus
China's consumption, plus an additional factor. The
additional factor added to consumption is net imports
by China. These data are published in USDA’s Cotton
and Wool Situation and Outlook Yearbook. These
adjustments largely reflect the uncertainty regarding the
actual amount of cotton produced, consumed, and
stored in China. One source of this uncertainty is the
lack of a clear relationship between China’'s apparent
domestic cotton supplies and its trade volume.
Regardless of whether or not China's consumption and
stocks have been correctly estimated, China's
government prevents the rest of the world from
accessing China's stocks at will, and prevents
consumers in China from accessing world stocks at
will. In agiven year, China s most important effect on
world prices comes from its trade, which either adds to
cotton consumption when China is a net importer, or
effectively reduces world consumption when Chinais
a net exporter. These adjustments are similar to those
followed by the International Cotton Advisory
Committee (ICAC) in its world price forecasting
model. One difference is that the ICAC includes
China's trade as a separate variable rather than adding
it to consumption or stocks.

Results

The model was estimated over 1971-95, since 1971 is
initial year of the macroeconomic database devel oped
for ERS'S long-range baseline forecasting for the
President’s Budget (USDA). A semi-logarithmic
functional form is used since the non-linear relationship
captured turning points slightly better.

The estimated equation is (t-statistics in parentheses):




Ln(P) = 7.70-0.47 Dum8695 -0.22 Dum9195
(23.8) (5.1) (3.0)

-0.29 Dum8485 + 0.54 Dum73 + 0.15 Dum7476
3.9 (6.8) (28)

-0.74 Step2 -0.44 Step2d + 2.87 Infl -0.45 Prodd

(0.5) (1.0) (1.97)  (26)
-0.004 Xr + 0.18C/I
1.97)  (39)
R'= .98 D.W =254

Figure 2 illustrates the performance of the estimated
model.

Dum8695 is a variable with the value of 1 during 1986-
1995 and zero otherwise. Dum9 195 is a variable with
the value 1 during 1991-1995 and zero otherwise.
These dummies correspond to shifts in U.S. agricultural
policy which significantly changed the relationship
between prices and stockholding for all commodities in
the United States, the world’'s largest cotton
stockholder throughout much of the period analyzed.
The United States has held as much as 35 percent of the
world’'s non-Chinese stocks before 1986, but has
remained below 20 percent every year since 1988.

Recall the divergence in trends in prices and the world
use/stock ratio illustrated in Figure 1. While some of
this divergence represents improvements in global
communication, transportation, and trade that reduce
the risk of not holding stocks, a large part of the
divergence represents progressive changes in U.S.
government efforts to keep U.S. cotton stocks off the
market.

Dum848S5 is a variable with the value 1 in 1984-1985
and O otherwise. It represents the combined effect of
anticipation of the 1985 U.S. farm legidlation and a
shift in China's trade policy. The 1985 U.S. farm
legislation lowered the high loan rates of the 1981
legislation and opened U.S. stocks to world markets for
a variety of commodities. World prices fell in
marketing year 1984 as the legidation took shape,
partly in anticipation of lower prices in the subsequent
year, and continued falling as lower priced production
and pent-up stocks from the United States subsequently
became available. These years also mark the initiation
of large exports by China, only afew years after China
had culminated 19 years of continuous net imports by
becoming the world's largest importer. Between 1980
and 1985, China went from the world's largest importer
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to the world's largest exporter. China has generally
been a net importer since then. Thus, it is not
altogether clear if Dum848S5 is capturing just the effect
of U.S. policy, Chinese policy, or both.

Dum73 and Dum7476 are variables with the value 1 in,
respectively, 1973 and 1974-76. The first oil shock
and the USSR’s “great grain robbery” (Morgan) of the
early 1970's introduced significant volatility into
commodity prices. Efforts to capture the volatility in
expectations associated with this price volatility
through other variables such as inflation and exchange
rates were not completely successful. Simple
specification  testing (Durbin-Watson  statistics)
indicated that a model that included the years 1971-76
with two associated dummies was superior to one that
excluded these years. In general, a modeler must use
judgement to distinguish between outliers that are so
extreme that they suggest measurement error or sim i lar
flaws and events that contain valuable information
about the process being modeled (Pindyck and
Rubinfeld).

U.S. Marketing | oan Program

Step2 is expenditure on exported cotton in a given year
by the U.S. government under Step 2 of the cotton
marketing loan program, divided by the value of all
U.S. cotton exports that year. Export values are from
USDA's Outlook for U.S. Agricultural Exports and
data on the spending for Step 2 are from USDA’s Farm
Service Agency. Direct expenditures to support exports
are thereby converted into percent equivalents. Both
the export and expenditure data are on a fiscal year, but
the difference between fiscal and marketing year is
only 2 months, and the two months are those typically
with the lowest export activity.

Step 2 of the marketing loan program was introduced
in the 1990 U.S. farm legislation (MacDonald), so the
variable is zero before 1991. Note that this program is
also available to domestic consumers of cotton, and
was therefore unaffected by the Uruguay Round
Agreement. However, the United States unilaterally
modified the program in 1996 to shift the expenditures
even further in favor of domestic cotton consumers.
This suggests that the relationship between
expenditures under Step 2 and prices will be different
in the future than what has been estimated here.

The expected sign of this variable is negative, asisthe
expected sign of the other variable associated with the
Step 2 program, Step2d. Step2d is the first difference
of the Step2 variable. Since the expenditures on



exported cotton under the Step 2 program acted like an
export subsidy by alarge exporter when they occurred
during 1991-1995, they would be expected to lower the
world price of the commodity (Tweeten). The Step2d
variable is intended to capture the additional effect of
changes in the expenditures. The Step 2 program is not
in effect continuously, and if market participants
assumed the previous year's expenditures were a guide
to the current year, Step2d is the adjustment in their
expectations.

Step 2 payments to exporters were equivalent to 2-3
percent of the value of global raw cotton trade in 1992
and 1993, and the relationship between U.S. and world
prices appears to have shifted since the step 2 program
began. During 1972-90, the average premium
Memphis 1-3/32" cotton received in Northern Europe
to the A-index was 3.4 percent (excluding the policy
transition period just before the 1985 farm legislation
took effect). During 1990-96 the average premium was
6.8 percent. The shift from 3.4 percent to 6.8 percent
may stem from the introduction of a price wedge
between U.S. and world cotton prices through the Step
2 program. Some of this price wedge would derive
from higher U.S. prices, but some would derive from
lower world prices (Tweeten). The t-statistics for these
parameters do not support the hypothesis that either is
significantly different from O. But, as noted earlier,
the specification of this model does not lend itself to
hypothesis testing. Both variables remain in the model
due to their ability to improve short-run forecasts when
recent years of data are dropped from the sample, and
out of sample forecasts derived for those years.

One difficulty in determining the impact of the Step 2
on world prices is that Step 2 payments are correlated
with the appearance of inexpensive Central Asian
cotton on world markets. The ICAC, rather than
including Step 2 data in their model, incorporates the
bartered share of Central Asian exports (ICAC). While
theory suggests that payments like Step 2 would put a
price wedge between U.S. and world prices, the
widening gap between the price of U.S. cotton and the
A-index may also reflect changes in the A-index. Low
production costs and falling domestic demand within
the Former Soviet Union (FSU) meant increased
guantities of Central Asian cotton were available at
extraordinarily low cost in the early 1990's. Significant
guantities of FSU cotton were held by former
consumers which had acquired cotton under traditional
barter arrangements, and marketing outside of the FSU
was novel for Central Asian exporters. Thus much of
the cotton left Central Asia under barter arrangements,
resulting in its availability on world markets for low

prices when sold for convertible currencies. Illustrative
of the shift in costs to non-FSU markets is the shift in
Central Asian cotton’s rank among exporters: from a
typical position of the third least expensive cotton in
the world during the late 1980's, to consistently the
least expensive during the early 1990's. More recently
it has ranked closer to second least expensive.

Prices were particularly low during the 1992 marketing
year when, in addition to the influx of Central Asian
cotton, China was a net exporter for the only time
between 1988-96, and India was exporting after an
unusual decline in its cotton consumption. Much of the
marketing year 1993/94 Step 2 export expenditures
were based on commitments made during the 1992/93.

Other Variables

Expectations of exogenous changes in the future cost of
procuring cotton are assumed to be encompassed by
current year inflation and by an average change in
production over the last 2 years.

Infl is the annual percent change in the U.S. GDP
deflator. It has been assumed that consumers and
stockholders believe the current year’s inflation rate is
the best guide to future inflation, which influences
their willingness to accept a given price at a given
use/stocks ratio. If inflation is higher, they will accept
a higher price, since it reduces the likelihood they will
be able to consummate postponed transactions later at
a lower price. The estimated parameter has the
expected positive sign.

Prodd is the average of the percent difference between
the previous year's world production (excluding China)
and each of the preceding 2 years. The preceding year
is used because current year's actual production is
generally not known until late in the year. While it is
a safe assumption that the size of the crop is largely
determined before the year begins, the poor
communication and transportation infrastructure of the
developing countries that account for much of the
world’s cotton production mean that early season
estimates of production are unreliable.

Also, since developing countries heavily intervene in
their economies, the price signals their producers
receive are often at variance from those suggested by
world prices. The best guide to the nature of the price
signals many cotton producers receive, and to their
ability to respond to them, is the resulting change in
production. Since much of government economic
policy, and the shifts in weather and insect pressures




that influence yields, are exogenous from world price
signals, it is appropriate to incorporate the past
performance information as an instrument representing
these complex factors in a consumer’s calculation of an
appropriate price. As Prodd rises (declines) it is
indicative of a rising (faling) exogenous trend in
cotton availability, and price should fal (rise). Thus,
the expected sign of the estimated parameter is
negative.  The' estimated parameter’s sign is in
accordance with this expectation.

Finaly, Xr isthe International Monetary Fund'’s trade-
weighted, real exchange rate index for the United
States. Weighting exchange rates by some other
measure than the value of U.S. merchandise trade
might seem appropriate, but since a significant portion
of cotton imports are for producing textiles whose
ultimate consumption occurs in developing countries,
the IMF s weights seemed generalizable.

As the index rises, the strength of the dollar increases,
and the cost of cotton in other currencies rises. Thus,
as the exchange rate index rises, foreign consumers are
less willing to pay a given price in dollars, and the
expected sign of the exchange rate variable parameter
estimate is negative. The estimate’s sign is in
accordance with this expectation.

Conclusions

Forecasting a price open to as many changing
influences as the A-index is difficult. Even after years
of global economic liberalization, government
intervention in world cotton marketsis significant. The
second largest consumer of cotton in the world, India,
continues to regulate its exports through quotas, and the
second largest exporter, Uzbekistan, seems impervious
to changes in world prices.

This model has been built by step-wise regression over
several years. The variables associated with the Step 2
program are the only variables in the model where t-
statistics show a pronounced lack of significance. They
remain in the model nonetheless since theory suggests
a they will affect prices, and because out of sample
testing with truncated data sets gives far more accurate
estimates for 1994 and 1995. The change in the Step 2
program since 1996 also means that even correctly
modeling the impact of the program on past prices will
be insufficient for forecasting prices in the future.

The mean absolute percent error of the model is 4.4
percent over 1971-1995, and the error for its first out of
sample estimate (1996) is 4.7 percent. While this is
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promising, the new U.S. Step 2 program, and the
possible specification errors concerning some of the
other variables, suggest that further stepwise revisions
in this forecasting model will be needed.
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Figure 1--World Price and Use/Stocks
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“An Evaluation of the Census Bureau’s 1995 to 2025 State Population Projections --
OneYear Later”

Paul R. Campbell, U.S. Bureau of the Census and the Federal Forecasters Conference

Abstract. This paper evaluates the Census Bureau’'s 1996
state population projection results using recent population
estimates. ! Besides reporting on the accuracy of the
projections, the paper evaluates the components used in
the projections. The results and discussions are useful in
identifying which components of change - births, deaths,
interstate migration, and international migration - need to
be further refined in order to improve future state
population projections produced by the Census Bureau.

Introduction. One step toward improving a frequently
used population projection model is to examine the
accuracy of the results. This study examines the results
of the Census Bureau's recent state projections for July 1,
1996 using the latest available state estimates for the
same date. The detailed methodology and results for the
state projections for the 1995-2025 period are available in
Population Paper Listing 47 ( PPL-47, see Campbell,
19964). Besides state population projection totals this
paper aso examines the components of population
change: births, deaths, state-to-state migration, and net
international migration. The evaluation of projections
against post-census estimates is an important quality
control tool for both the producers and users of the
projections. This evaluation considers the reliability of
the projections, identifies changes in population trends,
and addresses’ issues related to the efficiency of the
current projection model.

The Census Bureau's state population projections have
recently been evaluated by the producers of the
projections, see Campbell ( 1996b), Wetrogan and
Campbell (1990), and Sink (1989 and 1990), as well as
other researchers, Smith and Sincich (1992), interested in
accuracy and bias. While demographers at the Census
Bureau are frequently evaluating their elaborate
projection model to improve the quality of the results,
others are concerned with identifying competing models
that may yield just as reliable results.

Some researchers have classified and compared various
sources of state population projection totals, including
those produced by the Census Bureau.  Smith and

‘This paper was presented earlier at the Population Association of
America Meeting, Washington, DC, March 1997.
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Sincich (1992) have identified four general categories:
(1) trend projections, where historical trends in states
total population are extrapolated using mathematical
formulas or statistical techniques; (2) ratio projections,
where state population is expressed as a proportion of the
nation and the historical trends in proportions are
extrapolated and applied to independent projections of the
national population; (3) cohort-component projections,
where births, deaths, and migration are projected
separately for each age-sex cohort in the states
population; and (4) structural-causal projections, where
relating population change to economic and/or other
variables are used to project state population. In some
instances these categories overlap.

Smith and Sincich (1992) have evaluated various state
population projections for the 1960 to 1990 period --
severa trend and ratio extrapolation techniques, an
ARIMA time series model, the Census Bureau's cohort-
component model, and structural models developed by
the Bureau of Economic Analysis (which relates
migration to projections in employment) and the Nationa
Planning Association (economic based model). They
used the Mean Absolute Percentage Error (MAPE),
which is the average error when the direction of error
(i.e., positive or negative) are ignored, as well as severa
other techniques that measure forecast error. They found
no support for the argument that complex and/or
sophisticated projection techniques produce more
accurate or less biased forecasts than simple, naive
techniques. Nevertheless, less complex projection
models usually do not produce as much detailed
demographic information.

This paper first describes the evaluation techniques used
in this study and gives a brief overview of the Census
Bureau's state population estimates and projections
methodology used to obtain 1996 figures. Second, the
evaluation undertaken compares 1996 state population
projection totals with corresponding state population
estimates. Next, 1995-96 state population projection
components of change are compared with corresponding
state estimates.  Finally, the conclusions section
summarizes the implications of the results for the
improvement of future state population projections.



Methods. The Census Bureau's population projections
are not forecasts (or predictions) of future populations.
However, the evaluation of population projections is
often referred to as the measurement of forecast error.
Smith and Sincich ( 1992) note that forecast error refers to
the percentage difference between a population projection
and the ‘true’ population enumerated or estimated for the
same year. To evaluate forecast error in this study, the
mean absolute percentage error (MAPE) was derived,
where:

MAPE=(100/n) *Z[lprojection -estimatellestimate]

MAPE's were developed for the United States (the states
and the District of Columbia), where n equaled 51, and
for each census region or division, where n equaled the
number of states in each region or division (see
Armstrong, 1978, and Smith and Sincich, 1992, for
several alternative forecast error measurements).

Additionally, the net and percent population differences
at the state level are used to compare the projections and
estimates. The results show the size and direction of
growth in the state populations and their components of
change.

There can be some problems with aggregation over states
to get MAPEs (or other statistics) if states differ in the
predictability of their population. For instance, percent
differences and MAPEs (1) cannot be calculated when
either populations or components equal zero, or (2) are
not very meaningful when percentages are greater than
100 percent.

State Estimates for 1996. State population estimates
used to measure forecast error in the state population
projections were derived from the Census Bureau's
annual county estimates. These estimates were obtained
from a demographic procedure called the *component
change” method (U.S. Bureau of the Census, 1996a, and
U.S. Department of Commerce, 1996). The “component
change” method update’s population estimates using
administrative records data for counties. The county
population estimates for 1996 were derived from the
continuous process of updating the 1990 enumerated
census population distributions. State estimates were
obtained by summing up the appropriate county estimates.
For a detailed discussion on the production of state and
county estimates, see Byerly and Deardorff (1995).

It is important to note that the 1995 (one year-out) state
projection totals are more consistent with preliminary
state estimate totals, since the 1995 projections are
summed prorata to the preliminary 1995 state estimates
by age and sex ( released in January 1996, see U.S.
Bureau of the Census, 1996b). In other words, the 1995
total state population estimates (released during January
1996, U.S. Bureau of the Census, 1996a) are a second
round of state population estimates. The state estimates
are not ‘truth’, since subnational estimates are likely to be
updated again as corrections or revisions to administrative
records data become available during the post-censal
period. The ‘true’ state population estimates may not be
completed until the next census has been taken and an
intercensal evaluation is completed. What this impliesis
that for 1995 an evaluation is available for preliminary
1995 state population estimate totals using revised 1995
state population estimate totals, see Table 1.

Until the state population estimates for the 1990s are
accepted as ‘truth’, the 1996 state estimates (released in
December 1996) may not bean ideal evauation standard.
The 1996 estimates are likely to be updated when the
1997 subnational estimates are released, as well as after
the 2000 census. However, it appears that current state
estimates are sufficient for an early comparison to
provide useful information. The resulting MAPEs for the
preliminary 1995 state estimates and the updated 1995
state estimates in Table 1 suggest that error in the 1995
estimates are fairly low. The 1995 MAPEs are much
lower than the one year-out results in previous
evauations (Campbell, 1996b).

State Projections for 1996. The Census Bureau's state
population projection model is a complex demographic
model that projects the geographic growth of populations
by accounting for annual aging, fertility, mortality,
internal migration, and international migration of state
populations. State population projections prepared for
July 1, 1995 to 2025 use the cohort-component method.
Each component of population change -- births, deaths,
internal migration (domestic or state-to-state migration
flows), and international migration (immigration and
emigration) -- requires separate projection assumptions
for each birth cohort by single year of age, sex, race, and
Hispanic origin. The race and Hispanic origin groups
projected were non-Hispanic White; non-Hispanic Black;
non-Hispanic American Indian, Eskimo, and Aleut; non-
Hispanic Asian and Pacific Islander; Hispanic White,
Hispanic Black, Hispanic American Indian, Eskimo, and
Aleut; and Hispanic Asian and Pecific Islander. The
detailed components used in the state population
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projections are derived from vital statistics, administrative
records, 1990 census data, state population estimates
(U.S. Bureau of the Census, 1996¢), and the middle series
of the national population projections (in report P25-
1130, see Day, 1996).

The cohort-component method is based on the traditional
demographic accounting system:

P =P,+B-D+ DIM- DOM + IIM - IOM

where:

P, = population at the end of the period

P, = population at the beginning of the
period

B = hirths during the period

D = deaths during the period

DIM = domestic in-migration during the
period

DOM = domestic out-migration during the
period (Both DIM and DOM are
aggregations of the state-to-state
migration flows)

119 = international in-migration during the
period

IOM = international out-migration during
the period

To produce population projections with this model,
separate data sets were created for each component.
Detailed assumptions and procedures by which these data
were generated by single year of age, sex, race, and
Hispanic origin are described in report PPL-47
(Campbell, 19964). Overall the assumptions concerning
the future levels of fertility, mortality, and international
migration are consistent with the assumptions devel oped
for the national population projections (Day, 1996).

Once the data for each component were developed, the
cohort-component method was applied producing the
detailed demographic projections. For each projection
year the base population for each state was disaggregate
into race and Hispanic origin categories (the eight groups
previously identified), by sex, and single year of age (O to
85+). Components of change are individually applied to
each group to project the next year's population. Survival
rates were used to survive esch age-sex-race/ethnic?
group forward one year. The internal redistribution of the

“Hispanic origin is referred to as an ethnic group. Hispanic origin
may be any race group.

population was accomplished by applying the appropriate
state-to-state migration rates to the survived population in
each state. The projected out-migrations were subtracted
from the state of origin and added to the state of
destination (as in-migrants). Next, the appropriate
number of immigrants from abroad were added to each
group, while emigrants were subtracted. The populations
under one year of age were created by applying the
appropriate age-race/ethnic-specific birth ratesto females
of childbearing age. The number of births by sex and
race/ethnicity were survived forward and exposed to the
appropriate migration rate to yield the population under
one year of age. The results for each age group were
adjusted to be consistent with the national population
projections by single years of age, sex, and
race/ethnicity.*The entire process was then repeated for
each year of the projections.

Although, two sets of state population projections were
prepared, the only component specified differently in
each projection model was the domestic migration
component. The dynamic possibilities of change in state-
to-state migration makes it the most difficult component
to forecast. Migration trends projected in Report PPL-47
are based on matched Internal Revenue Service (IRS) tax
return data sets containing 19 annual observations (from
1975-76 to 1993-94) on each of the 2,550 state-to-state
migration flows.* The two projection series provide users
with different scenarios based on past domestic migration
trends. Both sets of state projections are summed and
adjusted by age, sex, race and Hispanic origin to agree
with the national population projection middle series. A
brief description of each seriesfollows: (1) Series A uses
a time series model. The first five years of projections
use the time series projections exclusively. The next ten
years of projections are interpolated from the time series
projections toward the mean of the series, while the final
15 years use the series mean exclusively. (2) Series B is
an economic model. Changes in state-to-state migration
rates are derived from the Bureau of Economic Analysis
projected changes in employment in the origin and the
destination states.

The state projections for one year-out are a special case because
they were controlled first to the 1995 national population projections
by age, sex, race, and Hispanic origin; and second to the preliminary
1995 state estimates, which were only mailable by age and sex.

devaluation of the migration models was performed by
withholding the recent data and using the models to predict the
withheld data (i.e., 1975-76 to 1992-93 data were used to predict
1993-94). For a discussion of the evaluation of previous migration
models see Sink (1990),
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Findings -- Table 1 presents a comparison of the MAPES
for the Census Bureau’'s 1996 state population projections
(both Series A and B). These projections represent a lead
time of two years-out from the base year of 1994 .

Examining the MAPES for the United States, its regions,
and its divisions suggests that most results in Series B
were dightly more accurate than those in Series A. As
noted earlier, the 1995 MAPEsfor the state population
totals, in table 1, should be viewed as estimate error
between the first round (or preliminary) state estimates
and the second round of the state estimates.

In Series A, the maximum MAPEs for the 1996 division
projections was 0.8 percent compared to 0.7 percent for
Series B. Most division projections were within 0.4
percent of the estimates, see Figure 1. For both Series A
and B, the results for the West are much worse than for
the rest of the country.

Table 2 presents a comparison of the net and percent
differences between the projected and estimated total
populations for the United States, regions, divisions, and
states. In essence, it shows which states have the most
accurate projection results.  In Series A for 1996
projections, states ranged from -2.0 to 1.6 percent
difference between the projections and estimates, while
Series B had a slightly narrower range of percent
differences from -1.9 to 1.3 percent. Outliers in Series A
showing the greatest percent differences between
projections and estimates were Arizona (-2.0 percent),
Idaho (1.0 percent), Alaska (1.2 percent), Hawaii (1.4
percent), and Wyoming (1.6 percent). Three of the same
outliers (Arizona 1.9 percent, Hawaii 1.1 percent, and
Wyoming 1.3 percent) were found in Series B, see
Figures2 and 3. Except for outliers, States’ percent
differences in 1996 were fairly accurate, ranging from
less than plus or minus 1.0 percent.

Components of Change for 1996. The components of
change account for the growth or decline in state
population. The comparison of the state projection
components of change in report PPL-47 with
corresponding state estimate components of change in
press release CB96-224 (see U.S. Department of
Commerce, 1996) is useful to identify the accuracy of the
birth, death, net internal migration, and net international
migration components.

The states’ fertility and mortality rates were projected
following trends (i.e., rate of change) in corresponding
national rates. However, the states’ annua fertility and
mortality components (annua vital events, i.e, total

hirths and total deaths) were not controlled or summed to
corresponding  national  projection  components.
International migration rates for states were assumed to
be constant and consistently follow national trends over
the 30-year projection period. In the present evauation,
the states estimated internal migration component
includes federal citizens movement®.  The residual
component calculated for state estimates was excluded.®
The residual component is the net difference between the
sum of the states' components of change and the national
controls.’

One should be cautious in comparing the state estimates
and projections components of change, since this involves
severa inconsistence. There are five reasons for being
cautious in comparing the net and percent differences on
the components of population change. First, the state
estimates and projections use different data sets and
methodologies. State projections use a cohort component
model and many static assumptions, while state estimates
use a county “component change” model. Second, when
the state estimates components are close to zero and very
different from state projections components; the resulting
percent differences can be extremely large (more than 100
percent).  The percent difference also cannot be
calculated when the state component equals zero. Third,
the state estimates and projections models diverge in their
demographic accounting of the movement of the domestic
and international migration components.  When the
components of change are summed (i.e., births - deaths,
+/- domestic migration, +/- international migration), the
results equal the net population change for the states
estimates for 1995-96. The components of change for the
state projections are not controlled back to the national
totals; therefore, the sum of the components does not
equal to the net population change in the state projections
for the periods studied.  Fourth, residual changes
introduced through state and national controls can cause
problems for this evaluation in the state projections, since
some net differences (or residua differences) are
introduced when the projections are summed and adjusted

“' Federal citizen movement component is the net movement of
federally associated civilians and military personnel to each state
from outside the country,” see U.S. Bureau of the Census (1996a).

*The exclusion of the residual component from the state estimates
and projections components imply that the sum of the components
shown in table 3 will not equal the net population change.

™Residual iSthe effect Of national controls on subnational
estimates. It is the difference between the implementation of the

national estimates model and the county/state estimates models.”
U.S. Bureau of the Census, 1996a.
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to the age and sex distribution of the nationa population
projections. Finally, the error in one component may
compound errors in other components. For example,
projecting too many migrants increases the population,
which may raise the number of births, if they are amore
youthful population. This analysis identifies which
components of change account for the most errors in the
projections.

Findings -- Estimated components of population change
for states shown in Table 3 identify the gains or declines
of state population through births, deaths, internal
migration, and international migration for the period July
1, 1995 to July 1, 1996. Among the four regions, the
West and South, followed by the Midwest, had the fastest
growth,

Fertility and mortality levels are expected to be static or
slow to change in comparison to changes in migration
trends.  Consequently, projected birth and death
components are likely to be more accurate than projected
interna migration or international migration components.
Although natural increase (births minus deaths) has
played a mgjor role in this growth, domestic migration in
the South and international migration in the West
accounted for the regional differences. Areas having the
greatest population losses through domestic migration
were the Middle Atlantic states in the Northeast and the
Pacific states in the West.

Table 4 shows the results of calculating 1996 components
of change MAPESs for Series A projectionsin report
PPL-47 using the most recent state population estimates.
The birth component is the most accurate component for
most regions and divisions, followed by the death
component. While both migration components are major
sources of error in the state projections, domestic
migration is consistently the least accurate component
across all regions and divisions.  Additionally, the
MAPEs for the domestic migration components are the
highest (greater than 100 percent) in the West, Midwest,
and South regions, see Figure 4.

Table 5 shows the net and percent differences between
the projected and estimated components of state
population change for 1996. The results show the general
accuracy of each component of change. Clearly, the birth
component is the most accurate, followed by the death
component. The direction of the error varied with about
haf the states having too many birth and the other half
having too few hirths, while deaths were most often too
high for most states.  The fertility and mortality

methodology in the current projections need to be further
reviewed to identify the reasons for (1) predicting too
many deaths for most states and (2) a number of outliers
on both components with a difference of 10 percent or
more.

As expected, the magjor sources of errorsin the state
projections were the state-to-state migration component,
followed by the international migration component.
Frequently, both projected migration components are too
low, however, in these projections, the domestic
migration was too high for most states, while immigration
was too low. Contrary to these findings, California, with
the largest share of the nation’s domestic and international
movement, was too low on the domestic migration
component (projected in excess of 207,874 out-migrants
in 1996) and too high on immigration (a surplus of
44,907 immigrants in 1996).

Conclusions. The MAPEs calculated using state
population totals imply that the projections are fairly
accurate (less than 0.5 percent error) for all regions but
the West.  Furthermore, the current two years-out
projection results are within the range of forecast error
found in previous state projection results one year-out
(see Table 6).

The high net and percent differences for severa statesin
the West point to the difficulty of the migration models in
predicting turning points or the reversal in migration
streams. Clearly, states like Alaska, Arizona, Hawaii, and
California are outliers (with the least accurate
projections) in the current and previous sets of
projections.

This was the second time an economics model was used
to predict domestic migration flows. In this instance, the
economics model (Series B), which uses inputs from the
Bureau of Economic Analysis, produced slightly more
accurate projections than the time series model (Series
A). The economic model, seems useful, but also failed to
predict reversal or turn-around in migration trends.
Future refinements of the current economic model maybe
hampered by the fact that current subnational economic
projections may not be updated.

Past evaluations -- In essence, the evaluation process
began with the examination of the internal migration
component long before each set of state projections was
produced. The internal migration component, the most
difficult component to predict, often suffers the greatest
loss of accuracy over the projection horizon. Past
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evaluations of our internal migration models indicated
that the mean predicts more accurately than our time
series model for projections ten or more years out, to
which the necessary adjustments were made.?

Similar to previous projections those in report PPL-47 do
not adequately predict turning points in the domestic
migration flows. It appears that these changes are linked
regionally, which may require more complex modeling to
predict trends. For example, as California began to have
losses through domestic migration, other states in the
region began to show rapid growth.  International

immigration also peaked during 1992-93 then began to
decline. For an evaluation of forecast errors in previous
state projections in Current Population ReportP25-1111,
see Campbell, 1996b and 1994.

Implications for Future Projections -- This evaluation did
not attempt to examine the methodological errors
introduced by other differences in the projections and
estimates. Several methodological problems that are
likely to contribute to projection inaccuracies are as
follows: (1) dated domestic and international
migration rates based on the retrospective data from the
1990 census; (2) projections based on inadequate or
incomplete baseline race and Hispanic origin
characterigtics; and (3) problems caused by controlling
the projections to the national estimates and projections,
and less detailed state estimates. The state-to-state
migration models used in the projections makes no
attempt to forecast turning pointsin migration. The
recurring problem of failing to produce accurate
projections for states in the West suggests that perhaps
more attention should be directed to the potential for
changes in those states with more rapid growth than in the
past. Perhaps, a sub-state projection model would better
capture and extrapolate emerging migration trends than
the current state-to-state projection model.

Future work on state population projections at the Census
Bureau will explore the possibility of producing sub-state
level projections. For instance, metropolitan -
nonmetropolitan projections may identify counter sub-
state migration trends that could improve our ability to
project state populations accurately.

“Smith and Sincich (1990) evaluating several simple forecasting
techniques for state projections found that 10 years of base data are
adequate for accurate projections, however more lengthy base period
data are needed for long-range forecasts for the most rapidly growing
states.
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Additionally, the current state projections were
constrained by pressures from users for more
demographic characteristics based on less detailed data
and fewer staff resources. The future evaluation and
tracking of the Census Bureau's state population
projections on detailed demographic characteristics (age,
sex, race, and Hispanic origin) should further identify the
essential refinements necessary to produce more accurate
state population projections.
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Fig.1 MAPEs for State Projections
Series A and B: 1996
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Fig. 2 Highest and Lowest Percent
Difference Series A 1996

Wyoming
Hawaii
Alaska

Idaho i _
e

=

p

—

South Dakota

New York
Oregon
California ' '
Texas 1 : :
arizona [ :
-2 -1 0 1
Percent

169




Fig. 3 Highest and Lowest Percent
Difference Series B 1996
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Table 1. Mean Absolute Percentage Error for State Estimates 1995 and State
Projections 19$6

Regions and 1995 e 1996 Projections ------------- !
divisions Estimates Series A Series B
United States 0.18 0.40 0.33
Northeast 0.11 0.24 0.17
New England 0.10 0.22 0.12
Middle Atlantic 0.15 0.26 0.26
Midwest 0.10 0.26 0.23
East North Central 0.15 0.19 0.19
West North Central 0.07 0.31 0.25
South 0.12 0.30 0.25
South Atlantic 0.09 0.29 0.22
East South Central 0,12 0.31 0.30
West South Central 0.16 0.29 0.27
West 0.37 0.77 0.62
Mountain 0.42 0.83 0.68
Pacific 0.29 0.68 0.53

1995 Estimates: Mean absolute percentage error (MAPE's) based on an initial set of state population
estimates released January 1996 and a revised set of state population estimates released December
1996. Data from PE-45 diskettes and press release CB96-224.

1996 Projections: Results for 2 years-out from the 1994 base year population. MAPEs are based on
State population projections from report PPL-47 and State population esimates in press release
CB96-224.
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Table 2. Population Estimates, Net and Percent Difference between Projected and Estimated Population,

by Series and Geography 1996

Regions, Divisions,
and States

United Statea
Northeast
New England *
Middle Atlantic
Midwest
East North Central
West North Central
South
South Atlantic
East South Central
West South Central
West
Mountain
Pacific
New England
Maine
New Hampshire
Vermont
Massachusetts
Rhoda Island
Connecticut
Middle Atlantic
New York
New Jersey
Pennsylvania
East North Central:
Ohio
Indiana
llinois
Michigan
Wisconsin
West North Central:
Minnesota
lowa
Missouri
North Dakota
South Dakota
Nebraska
Kansas
South Atlantic
Delaware
Maryland
District of Columbia
Virginia
West Virginia
North Carolina
South Carolina
Georgia
Florida
East South Central:
Kentucky
Tennessee
Atabama
Mississippi
West South Central:
Arkansas
Louisiana
Oklahoma
Texas
Mountain:
Montana
Idaho
Wyoming
Colorado
New Mexico
Arizona
Utah
Nevada
Pacific
Washington
Oregon
California
Alaska

Population
sti

265,283,783
51,580,085
13,351,266
36,228,819
62,082,428
43,613,999
18,468,429
93,057,801
47,615,690
16,192,576
29,269,535
58,523,469
16,117,631
42,405,638

1,243,316
1,162,481
588,654
6,062,352
880,225
3,274,236

18,184,774
7,987,933
12,056,112

11,172,782
5,840,528
11,846,544
9,584,350
5,159,795

4,657,758
2,851,792
5,358,692

643,539

732,405
1,652,093
2,572,150

724,842
5,071,804
543,213
6,675,451
1,825,754
7,322,870
3,698,746
7,353,225
14,399,985

3,683,723
5,319,654
4,273,084
2,716,115

2,508,793
4,350,579
3,300,902
19,128,261

679,372
1,189,251

481,400
3,822,676
1,713,407
4,428,066
2,000,494
1,603,163

5,532,939
3,203,735
31,676,234
607,007
1,163,723

--------- Series A
Net
difference

(30,254)
38,954
22,131
14,823
95,524
59,285
36,239

(12,775)
43,438
53,398

(109,611)
(149,957)

(33,174)
(1 16,783)

2,044
3,013
3,165
8,667
1,160
4,042

(43,840)
9,647
48,716

16,233
15,244
31,772

(12,970)

7,006

(673)
2,588
11,192
2,144
6,836

(587)
14,959

3,345
23561
2,134
25,282
5182
(4,824)
13,404
(10,045)
(14,601)

5121
21,305
21,106

5,864

4916
8,696
(3,.919)
(119,504)

7,666
12,382
7,607
14,768
6,018
(68,305)
3,363
887

(1 1,486)
(8,429)
(120,298)
7132
16,308

Percent
difference

-0.01
0.07
0.17
0.04
0.15
0.14
0.20

-0.01
0.09
0.33

-0.37

-0.26

-0.21

-0.28

0.16
0.26
0.54
0.14
0.12
0.12

-0.24
0.12
0.40

0.16
0.26
0.27
-0.14
0.14

-0.02
0.08
0.21
0.33
0.93

-0.04
0.58

0.46
0.46
0.39
0.38
0.28
-0.07
0.36
-0.14
-0.10

0.13
0.40
0.49
0.22

0.20
0.20
-0.12
-0.62

0.87
1.04
1.84
0.39
0.47
-1.88
0.17
0.06

-0.21
-0.26
-0.36
117
1.38

......... Series B
Net
difference

(30,351 )
44,920
18,406
26,512
99,713
71,731
27,982
(4,292)
42,742
51,165
(98,1 99)
(170,692)
(40,660)
(130,032)

106
1,380
1,077

12,495

(859)
4,209

(36,773)
11,990
51,295

22,353
16,069
35,292
(7,873)

5,890

(2.613)
525
11,626
637
4914
(2,136)
15,027

1,373
22,604
1,797
21,713
3,113
(2,900)
12,343
(7,643)
(9,658)

3,870
22,400
18,401

6,494

2,671
12,328
(4,704)
(108,494)

4,850
9,480
6,325

11,713
7,035

(83,525)

3,189
273

(16,675)
(9,758)
(120,188)
3,531
13,058

Percent
difference

-0.01
0.06
0.14
0.07
0.16
0.16
0.15

-0.00
0.09
0.32

-0.34

-0.29

-0.25

-0.31

0.01
0.12
0.18
0.21
-0.06
0.13

-0.20
0.15
0.43

0.20
0.28
0.30
-0.08
0.11

-0.06
0.02
0.22
0.10
0.67

-0.13
0.56

0.19
0.45
0.33
0.33
0.17
-0.04
0.33
-0.10
-0.07

0.10
0.42
0.43
0.24

0.11
0.28
-0.14
-0.57

0.55
0.80
131
031
0.41
-1.89
0.16
0.02

-0.30
-0.30
-0.36
0.58
1.10

Notes: Negative values are shown in parenthesis. Net difference obtained as projected populations minus estimated populations. Figures may not

sum to totals due to rounding. Percent difference for each year equals (projection - estimate/estimate) .100.
Sources See taxt for details.
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Table 3. Estimated Component of Population Change, for States: July 1,1995 to July 1,1995

Regions, Divisions, Domest International Federal Citizen
and States Births Deaths migrants migrants novenent Residual
United States 3,879,771 2,330,870 0 855,848 (10,400) 0
Northeast 697,466 498,972 (326,392) 205,272 (483) (2,297)
New England 168,492 122,005 (30,215) 31,705 (186) (1,636)
Middle Atlantic 528,974 376,987 (298,177) 173,587 (297) (661)
Midwest 877,611 575,484 (34,484) 64,866 (756) (1,621)
East North Central 624,684 400,929 (55,128) 65,828 (330) (1,533)
West North Central 252,927 174,555 20,644 19,088 (426) ‘(88)
south 1,349,597 635,673 361,888 247,708 (5,774) 1,889
South Atlantic 654,419 440,302 244,254 147,735 (3,846) 292
Eaat South Central 226,169 157,779 70,712 7,883 (573) 176
west south central 469,009 237,592 66,902 92,088 (1,356) 1,401
weat 955,087 420,741 (20,992) 317,774 (3,387) 2,049
Mountain 254,558 117,518 188,772 40,333 (714) 2,529
Pacific 700,539 303,223 (209,784) 277,441 (2,673) (480)
New England:
Maine 13,983 11,884 2,304 468 (35) (72)
New Hampshire 14,993 9,408 7,723 935 (5) 1)
Vermont 6,828 5,025 1,547 537 0 9)
Massachusetts 75,029 56,400 (15,325) 19,069 (45) (1,054)
Rhode island 12,427 9,841 (5,967) 2,023 (26) 92)
Connecticut 45,252 29,447 (20,497) 6,673 (75) (408)
Middle Atlantic:
New York 284,068 172,051 (216,831) 118,496 (170) 700
New Jersey 113,808 76,801 (39,346) 40,649 (88) 7
Pennsylvania 151,100 128,315 (40,000) 14,422 (39) (1,368)
East North Central:
Ohio 153,909 106,710 (14,802) 7,426 (68) (1,007)
Indiana 83,216 53,923 10,707 3,795 9) (206)
llinois 185,882 109,874 (58,353) 38,741 (232) 201
Michigan 134,206 84,414 (5,750) 12,881 (16) (505)
Wisconsin 87,671 46,008 13,070 2,983 (5) (16)
West North Central:
Minnesota 63,493 38,197 11,640 6,227 (16) 2
iowa 36,985 26,461 (1,998) 2,505 1) (312)
Missouri 72,919 54,919 16,867 4,410 (103) 183
North Dakota 8,508 6,139 (911) 655 (66) (14)
South Dakota 10,487 7,001 (1,075) 600 (28) 12
Nebraska 23,319 15,519 3,309 1,810 (74) 35
Kansas 37,218 24,229 (7,188) 2,661 (138) 10
South Atlantic
Deiaware 10,246 6,354 2,845 1,141 (33) (44)
Maryland 71,934 42,675 (11,679 15,457 (320) (25)
pistrict of Columbia 7,889 6,042 (17,205) 3,835 (45) 253
Virginia 91,115 52,423 2,436 19,591 (1,218) 716
West Virginia 21,238 20,462 (584) 468 (1) (161)
North Carolina 101,293 65,152 77,947 7,025 (790) 212
South Carolina 50,649 33,617 12,416 2,454 (287) 131
Georgia 111,707 58,889 76,828 14,434 (519) 1,188
Florida 188,348 154,888 101,450 83,330 (832) (1,978)
East South Central:
Kentucky 52,080 37,304 10,439 1,884 (193) (40)
Tennessee 73,094 51,458 48,188 3,033 (125) 199
Alabama 60,017 42,258 7.218 2,138 (129) (107)
Mississippi 40,978 28,759 4,887 848 (128) 124
Weat South Central:
Arkansas 35,141 26,770 15,626 1,037 (34) 32
Louisiana 65,118 39,788 (15,917) 3,115 (150) 107
Oklahoma 45,374 32,737 10,176 3,573 (228) (126)
Texas 323,376 138,319 57,017 84,383 (944) 1,388
Mountain
Montana 11,175 7,794 5,205 333 (31) 133
Idaho 18,114 6,598 11,039 2,438 (29) 173
Wyoming 6,291 3,773 (640) 320 (26) 38
Colorado 54,541 25,192 38,049 9,410 (227) 535
New Mexico 26,944 12,708 4,692 4,719 (116) 29
Arizona 72,615 35,672 72,465 13,204 (176) 818
Utah 39,771 10,970 9,885 3,492 (39) 62
Nevada 25,107 12,613 50,097 6,417 (64) 741
Pacific:
Washington 77,456 41,255 33,100 16,319 (450) 49
Oregon 42,918 26,559 33,386 7,116 (11) 28
California 551,744 223,976 (258,915) 246,376 (1,871) 802
Alaska 10,181 2,826 (4,150) 1,078 (153) ‘132
Hawaii 18,240 6,805 (13,185) 6,550 (388) 113

Note: Negative values are shown in parenthesis.
Sources: ‘See text for details. Data reported in the U.S. Bureau of the Census, 1996, “Estimates of Population and Demographic Components of change
for States: Annual Time series, 1990--98, ST-96-1, Population Division.
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Table 4. Mean Absolute Percentage Error for State Projections Components of
Change: 1996

Domestic International
Regions, Divisions, Births Deaths migrants migrants
and States
United States 4.4 7.0 136.1 23.90
Northeast * 7.5 8.3 58.7 30.38
New England 9.3 7.7 72.3 42.82
Middle Atlantic 3.8 9.6 31.7 5.50
Midwest 1.3 6.2 155.7 23.52
East North Central 1.8 6.1 138.4 18.14
West North Central 0.9 6.3 168.1 27.37
South 3.9 7.4 145.3 15.72
South Atlantic 5.9 8.2 224.0 16.64
East South Central 1.2 5.9 77.0 11.01
West South Central 2.4 7.0 36.5 18.39
West 5.7 6.1 159.7 30.46
Mountain 5.9 35 223.2 42.87
Pacific 5.4 10.3 58.0 10.62

Sources: See text for details. Mean absolute percentage error based on state projections Series A from
report PPL-47 and state estimates from PE-45 data files.
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Table 5. Net and Percent Difference between Projected and Estimated Components of Population Change: 1995 and 1996

Regions, Divisions, Births Deaths omest miarants International migrants
and States Net reent Net reent Net roent Net Percent
United states 68,686 1.77 169,586 7.28 10,402 -100.02 (33,074) -3.67
ortheast 38,851 5.57 50,055 10.03 15,580 -4.79 14,784 7.20
New England 15,893 9.43 10,933 8.56 (19,035) 62.61 12,259 38.67
Middle Atiantic 22,958 434 39,135 10.38 34,885 -11.70 2,525 1.45
Midwest 5,105 0.58 35,782 6.22 (6,540) 18.55 (5,726) -5.74
gast North  Central 5,123 0.82 24,976 6.23 (35,255) 83.57 (4,284) -6.51
Wesf North Central (18) -0.01 10,806 6.19 28,715 142.03 (1,442) -7.56
south (4,935) -0.37 47,533 5.69 97,545 25.02 (65,134) -27.51
south Atlantic 1,431 0.22 20,651 4.89 56,844 23.64 (24,582) -16.63
East South Centrat (2,612) -1.15 6,684 5.49 28,502 40.64 800 11.42
West South Central (3,754) -0.80 18,218 7.67 12,502 19.07 (44,472) 48.29
weat 23,855 311 36,203 8.60 (35,566) 396.10 28,002 8.18
Mountain (12,767) -5.02 678 0.75 30,773 48.27 (15,287) -37.90
Pacific 42,432 6.06 35,325 11.65 (187,339) 88.19 41,289 14.88
New England:
Maine 1,639 1174 846 7.12 (3,276) -144.47 208 44.44
New Hampshire 791 5.28 286 2.83 1,025 13.28 162 17.33
Vermont 764 11.19 295 5.87 2,401 155.20 (245) -45.62
Massachusetts 10,471 13.86 5,612 9.95 (14,778) 96.15 6,225 43.13
Rhode Isiand 1,544 12.42 1,033 10.58 (264) 4.41 1,618 79.98
Connecticut 684 151 2,875 9.76 (4,141 ) 20.13 2,291 26.42
Middie Atlantic:
New York 14,432 5.47 22,280 12.95 (2,686) 1.24 5,063 4.27
New Jersey 1,475 1.30 5,161 6.76 10,304 -26.13 (1,201) -2.95
Pennsytvania 7,051 4.67 11,674 9.10 27,077 -67.63 (1,337) -9.27
East North Central:
Ohio 1,539 1.00 5773 5.41 (7,731) 51.98 708 9.53
Indiana (2,302) -2.77 2,598 4.82 7,919 74.02 35 0.92
liinois (470) -0.25 8,099 7.37 (4,875) 8.32 (3,751) -9.68
Michigan 5,934 442 5,631 6.67 (31,667) 549.20 (2,745) -21.31
Wisconsin 422 0.62 2,875 6.25 1,099 8.41 1,469 49.25
West North Central:
Minnesota (219) -0.34 2,168 5.66 715 6.15 25 0.40
iowa 11 0.03 2,355 8.27 2,058 -102.95 166 6.63
Missouri 1,247 1.71 2,977 5.42 3,499 20.87 (908) -20.59
North Dakota 67 0.79 289 471 1,836 -187.92 (227) -34.68
South Dakota (3) -0.03 447 6.30 7,044 -638.82 (397) -66.17
Nebraska (445) -1.91 1,239 7.36 2,032 62.61 (739) -40.63
Kansas (676) -1.82 1,331 5.49 11,531 -157.40 638 22.30
South Atiantic:
Delaware 136 1.33 451 7.10 3,058 109.62 (338) -28.62
Maryland 2,052 2.85 1,894 4.44 10,161 -84.68 3,879 25.10
District of Columbia 2,496 31.66 2,073 34.31 1,199 -6.95 503 13.12
Virginia 2,111 232 3,622 6.91 17,766 1458.62 408 2.06
Waat Virginia 163 0.77 1,714 8.38 1,650 -316.24 1) -0.21
North Carolina (3,049) -3.01 2,488 3.62 1,683 2.18 (372) -5.30
South Carolina 3,131 8.18 706 2.10 2,127 17.54 (430) -17.52
Georgia (4,344) -3.89 1,761 2.99 3,143 4.13 (4,005) -27.75
Florida (1,267) -0.67 5,942 3.84 15,827 15.70 (24,206) -29.05
East South Central:
Kentucky (569) -1.09 2,505 6.72 870 8.49 349 16.72
Tennessee (2,009) -2.75 1,317 2.56 10,120 21.06 266 8.77
Alabama (245) -0.41 2,761 6.58 13,041 183.96 240 11.23
Mississipp 211 0.51 2,061 7.70 4,471 94.30 45 531
weat south Central:
Arkansas (1,023) -2.91 1,573 5.90 5,875 37.68 1 0.10
Louisiana 2,951 4.53 3,103 7.80 1,000 -6.22 (172) -5.52
Oklahoma (215) -0.47 1,994 6.03 (7,794) -78.35 (575) -16.09
Texas (5'467) -1.69 11,542 8.34 13,421 23.93 (43,726) -51.83
Mountain:
Montana (50) 90.4$ 244 3.13 6,866 132.74 135 40.54
Idaho (1,435) -7.92 334 3.89 17,230 156.49 (1.121) -45.98
Wyoming 285 453 (6) -0.16 6,384 -955.69 (164) -51.25
Colorado (1,423) -2.61 935 371 19,977 55.77 (4,448) -47.27
New Mexico 994 3.69 623 4.90 14,877 325.25 (3,736) -79.17
Arizona (4,039) -5.64 (476) -1.33 3,076 4.26 (2,867) -21.71
Utah (3,615) -9.09 290 2.64 13,579 138.19 (665) -19.62
Nevada (3,424) -13.64 (1,066) -8.45 6,760 17.55 (2,401) -37.42
Pacific:
Washington (1,009) -1.30 2,380 5.77 6,049 18.53 (2,827) -17.32
Oregon (1,934) -4.51 1,021 3.56 (406) -1.22 (287) -4.03
Califorhia 43,335 7.67 30,153 13.46 (207,874) 73.77 44,907 18.23
Alaska 536 5.26 (54) -2.08 5,078 -116.01 (75) -6.96
Hawaii 1,444 7.32 1,825 26.82 9,616 -72.32 (429) -6.55

Notes: Negative values are in parenthesis.

Net difference equate projection - estimate. Percent difference for each year equals (projection - estimate)/ estimate) .100.

e Doma!Mo migrants includes net movement of Federal Citizens from abroad to the States, so the nations total does not equal to zero.
S Series A components of change from PPL-47 and PE-45, see text for details.
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Table 6. Mean Absolute Percentage Error for State Projections from the Most Recent
Census Bureau Publications

Two year-out FESUILS rreererereereenimiieiieriernniirneran One year-out results - . . . mmmmmmmmmmmmmmmm—mn—mee-
Regions Report PPL-47 Report P25-111 1 Report P25-1053

emm emmn mmammmam e Report
Series A Series B Series A Series B Series C Series A Series B Series C P25-1017

United States 0.4 0.3 0.3 0.5 0.3 0.4 0.7 0.4 0.5
Northeast 0.2 0.2 0.3 0.6 0.3 0.3 0.5 0.4 0.2
Midwest 0.3 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.2
South 0.3 0.3 0.2 0.3 0.2 0.3 0.7 0.3 0.4
West 0.8 0.6 0.5 0.9 0.5 0.6 11 0.7 11

Report PPL-47: Mean absolute percentage error (MAPESs) are based on State projections for 1996 two years-outfromr
the 1994 starting points or base year.

Report P25-111 1: MAPEs are based on State projections for 1993 one year-out from the 1992 starting points.

Report P25-1053: MAPEs are based on State projections for 1990 one year-out from the 1989 starting points.

Report P25-101 7: MAPEs are based on State projections for 1989 one year-out from the 1988 starting points.

Sources: Various Census Bureau publications, see text for details and references.
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EVALUATING THE 1995 BLS LABOR FORCE PROJECTIONS

Howard N Fullerton, Jr., Bureau of Labor Statistics
BLS, Office of Employment Projections, Washington, DC 20212-0001

Keyworbs: Mean absolute percent error, index of
dissimilarity, growth rate errors

1. Introduction

The Bureau of Labor Statistic (BLS) has made labor
force projections since the late 1950s. They have
generally been for a 10 to 20 time span. These
projections by age and sex, since the late 1970s, by
race, and since the late 1980s, by Hispanic origin.
Beginning in 1968, the Bureau of Labor Statistics has
not considered the projection process complete until it
assesses the accuracy of its projections (Swerdloff
1969). Such evaluations help the developers of the
projections to better understand the causes of projection
errors and provide users with information on the
accuracy of specific components of the projections.

This article examines the errors in the labor force
projections to 1995 and the sources of the errors. The
analysis compares projected and actual (most recent
Current Population Survey estimate) levels of the labor
force and the rates of labor force participation of
specific age groups for men and women, and for whites
and blacks and others. Where appropriate, the accuracy
of the six 1995 labor force projections are compared
with evaluations of BLS projections of the 1985 and
1990 labor force (Fullerton 1988 and 1992). Each of
the six labor force projections to 1995 are identified by
the year in which they were published.

One of the challenges in evaluating projections is
that the actual data are not strictly comparable to that
projected. For example, the projections to 1985 were
different from the actual 1985 numbers because of
changes in how undocumented workers were estimated.
Generally, some changes in the Current Population
Survey are introduced after each census. The redesign
after the 1990 census, implemented in 1994, was
particularly extensive (Polivka and Miller 1994). Some
changes affected the number of persons counted in the
labor force, by adjusting for the census undercount.
Other changes affected the proportion of the population
for some demographic groups counted in the labor
force. It is estimated that a dlightly greater proportion of
women are and a higher proportion of older persons are
now placed in the labor force. It is not possible to
quantify the effect of these improvements in the survey,
so it is not possible to know how much they affect
projection accuracy.
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2. Evaluation of the aggregate 1995 pr oj ections

Each of the six projections to 1995 had three
alternatives: high, moderate, and low. This analysis,
for the most part, focuses on the middle or “moderate”
growth projection in each series (Fullerton and
Tschetter 1983, and Fullerton 1980, 1985, 1987, 1989,
and 199 1). (See table 1.) The following tabulation
shows the projections to 1995 (in millions) and the
numerical and the percent error made in each year the
projections were developed.

Projection for ~ Labor force Error
1995 made in:
Number Percent
(millions)

1980 1275 -4.8 -3.6
1983 131.4 -0.9 -7
1985 129.2 3.1 -24
1987 131.6 -0.7 -5
1989 1332 0.9 N
1991 134.1 1.8 1.3
1995 132.3

The overall error was greatest in 1980 and 1985; the
pattern of low but increasing error exhibited since 1987
is due to over projecting labor force participation
slightly for most groups. In the past, eis projected the
male labor force too high and the female labor force too
low. As table 1 indicates, in every year except 1991,
men’s labor force was projected too low.  Previous
evaluations indicated that the error for women's labor
force was greater than that for men and that women's
labor force was projected too low. In contrast to
previous evaluations, this analysis shows only the 1980
and 1985 projections had women's labor force too low
and only the 1991 labor force projection for women
was worse than that for men. The two years with the
largest errors were years in which the labor force for
both men and women were too low.

Because whites make up about 85 percent of the
labor force, the numerical errors for this group should
be larger than for blacks and others; this was true for
every projection except that made in 1983. However,
because sampling variahility, the relative error for
blacks and others should be greater than their share of
the labor force; thisis aso true.



Projections made for a longer time span should be
less accurate that those made a shorter span. We adjust
for different time spans by using annual growth rates.
The following tabulation displays the growth rates for
the total civilian labor force historically with the
projected annual rate and the actual annual rate of
change. All three rates are measured over the same
number of years. The historic rate is calculated over the
same number of years before the date of the projection
as 1995 is after the date of the projection:

Projection for Historical Projected  Actual Error
1995 made in: rate rate rate
(in percent)
1980 2.40 1.23 1.46 -23
1983 242 1.36 142 -.05
1985 2.19 118 1.40 -22
1987 1.95 1.24 1.30 -.06
1989 163 1.30 120 10
1991 157 1.45 1.18 27

The first two columns indicate that the Bureau
expected labor force growth to slow, especialy in the
earlier projections. For example, in 1980, the labor
force growth was expected to drop from the historical
rate of growth, 2.4 percent a year, to 1.2 percent and in
1985 to drop from 2.2 percent yearly to 1.2 percent. In
fact, the labor force did slow dramatically, though not
by as much as sis anticipated. Between 1989 and 1995
and between 1991 and 1995 however, the labor force
growth slowed even more than ssanticipated.

3. Population projections

The two components of sLslabor force projections
are 1) age-race-sex specific labor force participation
rates, made by sLs, and 2) age-race-sex specific
population projections prepared by the Bureau of the
Census (U. S. Bureau of the Census 1977, 1982, 1984,
1989). Analysis indicates that population increase
underlies most of the labor force increase. (See, for
example, Fullerton 1993). The past two evaluations of
the labor force projections indicate that a major source
of error has been not accounting for undocumented
immigration in the population projections. Once the
Census Bureau began incorporating an estimate of
undocumented immigration into their population
projections, the labor force projection error dropped
significantly (Fullerton 1988, 1992). For this
evaluation, there is an additional complication, the
Current Population Survey estimates are adjusted for
the 1990 census undercount which none of the
population projections anticipated.

The following tabulation shows 1995 projections
for the civilian, noninstitutional population aged 16 and
over for men and women (in millions) and the errors
associated with the total population projections:
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Projection of Total Men Women Error of
1995 Total
population (percent)
made in:
(in millions)
1980 186 88 98 -6.3
1983 194 92 102 -2.4
1985 194 92 102 -2.4
1987 196 93 102 -14
1989 196 93 102 -14
1991 198 95 103 -4
1995 199 95 103

The source of population projection error for the
ages of interest, 16 to 64, and for the time-span of these
projections is net immigration. For an analysis of the
effect of different assumptions embodied in the
population projections on various age groups in the
population in different time periods, see Long (1991).

The errors in the population projection declined as
the projection period gets shorter. For the projections to
1995, the errors attributed to the population projections
are uniformly lower than in earlier evaluations. Until
1989, the Bureau of the Census did not incorporate
estimates of undocumented immigrants into the middle
population projection series because such persons were
not included in current population estimates. Once this
was done, errors in the labor force projections
attributed to errors in population projections dropped.
The following tabulation shows total labor force errors
attributable to participation and population errors (in
millions):

Error attributed to:

Projection for ~ Total labor Participation Population
1995 made in:  force error
(in millions)
1980 -4.8 11.7 -16.4
1983 -9 10.0 -10.9
1985 -3.1 6.9 -10.0
1987 -7 8.2 -8.9
1989 9 10.0 -9.1
1991 1.8 8.9 7.1

The most remarkable aspect of this tabulation is that
in each projection the participation rate and the
population errors offset each other. (See tables 2 and 3).
There is no intrinsic reason why this should be. In fact
for some earlier projections, the errors did not offset.
The errors in the participation rate were derived by
multiplying the 1995 annual average civilian
noningtitutional  population by the  projected
participation rates. Any difference between the these




numbers and the 1995 annual average civilian labor
force is due to labor force participation rate error.
Comparing the error of the published projection with
the errors attributable to participation rate projections
yields the errors due to population projections. Not
only do the errorsin the population projection drop as
the time horizon shortens, they shrink as a source of
labor force projection error, becoming smaller than
participation rate error by 1989.

Population projection errors were fairly evenly
divided between men and women. If we expect more
undocumented men than women, this is surprising. We
would expect a greater error for men. It is also
interesting to find that the number of those 60 to 69
were underprojected. Half the population error for
white men was due to ages 55 and over for the 1980
projection. For the 1991 projection the errors for white
men 60 and over exceeded the total error for white
men. (There were small offsetting errors at the younger
ages.) By race as a whole, the errors for whites were 80
percent of total error in the 1980 projection. This
increased to 85 percent by the 1991 projection. Errors
by race were in proportion to their population size.

4. Labor force participation rate error

Labor force participation rate error did not decrease
as the projection period decreased. (See table 2.) Errors
by race were roughly proportional to their share of the
labor force. If anything, blacks and others error was
slightly lower than their proportion of the labor force,
especialy for the earlier projections.

Projection errors by sex were not equally divided.
Men accounted for 54 percent of the labor force, but
from 38 to 45 percent of the error. Black and other
men were accurately projected in the earlier projections
to 1995. This may be attributed to chance. Because the
labor force participation rates of men have not been
changing as rapidly as that for women, it is easier to
project their activity. Projections of the white women's
labor force participation rates consisted of half the error
in the 6 projections. Similarly, the projection for black
and other women accounted for 10 percent of the error,
almost twice their proportion of the labor force.
Women's labor force was more dynamic and harder to
project.

This analysis proceeded by. multiplying the 1995
population estimate by the projected labor force
participation rates for the six labor force projections
and compare the resulting labor force with the actual
level; another approach would be to compare the
projected labor force participation rates with the
1995Current Population Survey estimates. (See table
4)
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5. Measures of errorsin labor force participation

The later labor force projections were made for
more age groups and more race or Hispanic origin
groups than the earlier ones. For this analysis, 13 age
groups were reviewed for men and women, for whites
and blacks and others. If projections were made for
additional groups, the totals for those groups are shown
in table 1. The analysis of labor force participation rates
was conducted on sets of 52 detailed participation rates.
The evaluation of the projections to 1990 only
reviewed 20 sets of labor force participation rates.
Much of the work of bettering the labor force
projections has come by providing more detail by age
and race or Hispanic ongin, not by increasing the
sophistication of the projection.

The median error in labor force participation for
each of the 52 errors per projection period ranged from
0.3 percentage points for the 1983 projection to 2.0 in
the 1987 projection. (See chart 1.) However, none of
the medians were significantly different from zero. (A
median error of zero indicates that haf the errors were
above and half were below zero.) The range of median
errors was much greater than for the projections
analyzed for 1990. This reflects the use of smaller age
groups and accounting explicitly for race.

Projection for Median of Mean
1995 made in: error absolute
deviation
1980 1.22 5.6
1983 0.33 4.7
1985 1.00 3.8
1987 2.05 3.6
1989 1.81 2.8
1991 1.67 2.0

Despite the greater median of the errors, the spread
of the errors, the mean absolute deviation or MAD, was
less. The greatest over projection for the 1995 labor
force was 16.7 percentage points (for white women 18
and 19 years of age, made in 1980). The lowest under
projection, 10.6 percentage points (white men 65 to 69,
made in 1985), was less than half the comparable error
made in 1990. Generally speaking, the more aggregated
the groupings, the smaller error we would expect. This
suggests that there may have been a modest
improvement in the projections over those made for
1990.

Another summary of the error often given for a
wide variety of projections and forecasts is the mean
absol ute percentage error or MAPE. This measure
attaches more significance to errors in the smaller
groups.



Projection for  Mean absolute percentage
1995 made in: error

Level Participation

rates

1980 11.6 11.7

1983 11.2 12.7

1985 10.2 14.3

1987 9.4 11.7

1989 6.4 6.4

1991 4.2 4.0

The MAPE' s for the level or overall projections
show a satisfying decrease through time. The errors due
to the population projection display the same patter.
These measures indicate the importance of the
population projection to the overall labor force
projection error and that as time passed, the projection
of the smaller groups improved. This also confirms the
impression of lower spread of errors that the analysis
using the median and the box-plot presents.

The MAPE's for the labor force participation rates
show errors rising through the 1985 projection and then
declining, with the MAPE for participation rates less
than the MAPE for the overall projection. This pattern
gives weight to the errors in the groups with lower
participation, younger and older segments of the
population. The analysis of the labor force errors due to
participation based on comparing the labor force
derived by combining the projected labor force
participation rates with the actual population gives
different information on the errors. The overal
projection was fairly good because those groups with
high attachment to the labor force were accurately
projected. The groups with low attachment to the labor
force (with low participation rates) were less accurately
projected.

6. Errorsin participation by age, sex, and race

As the discussion above shows, we know that the
errors in labor force participation were greatest for
young and older persons. For the 1980 projections,
errors tended to be higher for young women than young
men, while for the remaining projections, errors were
generally greater for young men. Errors for young
white men tended to be greater than for young black
men, but white rates were over projected and black
rates under projected in the early years. After 1983,
rates for both groups of men were over projected. For
young women, white rates were generally less accurate
than young black women. Rates for both groups of
young were likely to be too high. Over projection of
labor force participation in the 1980 labor force
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projection extended into ages 25 to 29 for both groups
of women.

The projected labor force participation for older
people provided another source of error. Generaly, the
rates were projected too low. In part this error is due to
the change in the CPS, which now counts more older
persons in the labor force. However, for white men, this
under projection of participation extended down to ages
50 to 54. The more recent labor force projections have
had significantly lower errors for older people. The
following tabulation shows the best and worst
projection for each projection:

Projection for Greatest L owest
1995 made in:  over pro- under pro-
jection Jection
1980 16.7 -10.0
1983 12.6 -10.4
1985 9.3 -10.6
1987 7.8 -8.4
1989 6.5 -4.2
1991 4.8 5.1

When the error in the participation rate is5.1
percentage points and the participation rate for the
group was 59 percent in 1995, the error is almost 9
percent. One may take the position that the percent
error and not the percentage point error is a better
measure of the accuracy. The 1980 labor force
projection’s greatest percent error was 34 percent, for
white men ages 16 and 17. This was lower than the
greatest percent error for other years. Generally, the
1980 projection was not the year with the lowest error.
The projection for 1985 had the greatest percent error,
60 percent, for black men ages 70 and over. The groups
that had the highest percent error had low labor force
participation rates. So, they also have high percent
errors. This set of projections had most of their errorsin
either the youngest or oldest members of the labor
force.

Compared with the labor force projections to 1990,
the relative errors are larger, the greatest relative error
was 32 percent, made in 1973. The increase in relative
errors may reflect the greater variability because of the
smaller groups being projected. The error was for black
women aged 65 to 69, such a small population group
was not evaluated last time.

7. Composition errors

For some users of the projections, the key question
isnot “what isthe level,” or “how fast,” but what
‘proportion of the labor force is comprised of a
particular group. This may be measured by the index of
dissimilarity (White, 1986), which measures how much
the projected distribution would have to change to be
the actual




1980 1983 1985 1987 1991

3.8 3.0 2.8 21 1.6 1.1

This measure indicates a steady improvement in
projecting the labor force composition, by age, sex, and race.
The greatest error (1980) is considerably lower than the
greatest error in projections made to 1990. The least error is
also smaller than the least error made in the projections to
1990. For those who rely of labor force projections to
indicate the likely future composition of the labor force, these
numbers offer reassurance. Increasing the number of groups
evaluated may have reduced the size of this error. By looking
at the projections made to both 1990 and 1995, it is possible
to see if the improvement is due to more groups. For the
projections made in 1980, 1983, and 1985, the errors are
greater for the 1995 projections than the 1990 projections.
8. Alternative projections

For each projection, two alternative projections
were made. Did the range from low-to-high alternatives
span the actual? And, was the high or low alternative
close to the 1995 actual? For evidence, we turn to chart
2, which shows the high and low alternatives for each
of the six labor force projections to 1995. The actua is
“covered” by the alternatives. The aternatives did
function as confidence or credible intervals. Generally,
the high projection was closer to the actual than the low
projection. However, for the more recent projections,
the low was closer.

The gap between high and low should narrow for
the more recent projections. This happened, but the
interval for the 1983 projection was wider than for the
1980 labor force projection. This reflects adecision
made in 1983 that reflected the evaluation of the
projections to 1980. The high alternative projection,

1989

beginning in 1987, has reflected higher net
immigration. This implies higher labor force
participation rates as well as higher population

numbers. This is one reason the high alternative labor
force projection increased between 1987 and 1989.
Summary

Overall Comparison. Ten measures of projection
accuracy were made of the six labor force projections
for 1995. Which projection was best? In considering
this, there are several ways a projection can be best. For
example, if the errors are offset, the projected level of
the labor force would be very near the actual level, yet
the participation rates and the projected population
would be incorrectly projected. However, if the main
use of the projected labor force was the level or growth
of the labor force, the details would not matter. The
following tabulation lists the number of times a
projection of the 195 labor force was calculated to be
best or worst:
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Worst
6

Projection Best
1980
1983
1985
1987
1989
1991 1

The tests described earlier help users evaluate the
projections in terms of their own needs: for an accurate
level of the total labor force, for accurate labor force
participation rate projections, or for accurate
projections of composition of the labor force. Different
tests of the accuracy of the participation rate projections
allow the user to focus on overall accuracy or accuracy
of specific groups.

Earlier evaluations. Because the projections were
evaluated at a greater level of detail than in the past,
comparison with earlier projections is difficult.
Evaluations of the accuracy of the level and of the
growth rate are at the same level as in previous
evaluations. Evaluations of the components, could look
worse without being worse. An obvious questions is:
Did the more detailed projections yield more accurate
projections?

2
1

3 T Y

Projection Projection
to 1995 t0 1990

Error Year Error Year
Error level
(in millions):
Best 0.9 1989 2 1980
Worst -4.8 1980 -14.2 1970
Error in
growth
rate
(percent):
Best -.05 1983 .02 1983
Worst 27 1991 -.68 1973
Mean
absolute
percent
error:
Best 4.0 1991 6.8 1985
worst 14.3 1985 10.8 1973
Index of
dissimilarity:
Best 11 1991 2.6 1985
worst 3.8 1980 7.6 1973

The results are fascinating. In terms of the error in
millions, for the projections made to 1990, those made
in 1980 had the lowest error, but the 1980 projections
were the worst (and longest) to 1995. The least error of
the projections to 1995 was greater than the least error



to 1990, but the worst error to 1995 was almost a third
the worst error to 1990. If the error is measured by the
annual growth rate, once again, the best (least error) for
the 1995 projection was greater than the best projection
to 1990, but the worst 1995 error was significantly
better than the worst 1990 error. The 1991 projection to
1995 was the worst, even though it was the shortest.
Focusing on the best projections to 1990 and 1995,
leads one to say that the 1995 projections were not as
good as the 1990 ones. Looking at the worst errors
(MINIMAX) leads to the opposite conclusion.

Looking at the two remaining measures, which do
reflect the greater detail evaluated, one gets a mixed
picture. The best 1995 projection was better than the
best projection made to 1990, but the worst to 1995 had
agreater error than the worst 1990 projection. For the
three projections that were evaluated earlier to 1990,
the MAPE’s for 1995 are higher than for 1990. The
additional 5 years has resulted in lower accuracy. The
highest MAPE for the 1995 projections is the same as
the highest for the 1990 projections, but the two most
recent projections have lower MAPE's than any of the
projections to 1990. This suggests that the errors for the
groups with lower participation rates were improved in
the 1995 projections.

For those interested in the composition of the labor
force, the index of dissimilarity indicates that the best
projection to 1995 had an error less than half the best
projection to 1990 and that the worst projection to 1995
had half the error of the worst projection to 1990.

The projection for 1990 made in 1983 had a greatest
relative error of 17 percent, for 1995, the greatest
relative error for the projection to 1995 made in 1983
was 53 percent. The greatest MAD was less than the
greatest for 1990 and the least was just less than the
least for 1990. The median MAD for 1995 (3.7) was
less than the median MAD for 1990 (4.05). Even
though the groups being analyzed in 1995 are smaller
and thus more variable than the groups for 1990, the
spread of errors is smaller. The greater variability
resulted in the extreme errors being greater than in
1990.

BLS labor force projections to 1995 were
marginally better than the projections to 1990 because
the Bureau of the Census is projecting the population
more accurately, because BLS is not projecting as far
forward as in the past, and because the labor force itself
isnot growing as rapidly. However, the most stable
population groups, white, non-Hispanics, are expected
to be a smaller portion of the future labor force. Thus,
future labor force projections may not be as accurate.
As the baby boom ages, projecting their labor force
activity at the older ages should also be more difficult.
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Table 1. The 1995 labor force, and labor force participation rates, actual and as projected
in 1980, 1983, 1985, 1987, 1989, and 1991
Labor force (in thousands) Participation rate (in
percent)
Labor force group As published in - Actual As published in - Actual
1980 1983 1985 1987 1989 1991 1995 | 1980 | 1983 | 1985 | 1987{ 1989 | 1991 1995

Total 127,542 131,387 129,168| 131,598f 133,215§ 134,085] 132,304| 68.6 67.8] 66.6] 67.2] 68.1 67.8 66.6
Men, 16 and older 67,611 69,970 69,282 70,392| 71,220f 72,149{ 71,360 76.8 76.1) 75.3] 75.3] 763 76.3 75.0
Women, 16 and older 59,931 61,417 59,886 61,206] 61,995| 61,936 60,944 61.2 60.3] 5891 59.8| 60.6 60.1 58.9
White 109,292 112,393 110,086{ 111,686 113,300 113,883} 111,950, 68.8] 68.1| 66.8] 67.5| 68.5 68.3 67.1
Men 58,871 60,757 59,894 60,471 61,226] 61,953| 61,146 77.7 770} 75.8{ 759} 76.9{ 769 15.1
16 and 17 years 1,742 1,638 1,374 1,451 1,462 1,433 1,4291 63.0f 589| 49.3| 511} 515 50.0 477
18 and 19 years 1,973 2,001 1,904 1,899 1,883 1,887 1,998f 80.8] 80.4f 75.6{ 73.5f 726 3 69.9
20 to 24 years 5,527 5,632 5,773 5760 5730{ 5873( 6096] 89.0f 87.3] 89.5 888| 882 872 85.1
2510 29 years 6,553 6,997 1,074 7,016 7,026 7,251 7.224] 939| 939| 94.9| 94.2f 9438 945 93.6
30to 34 years 7,884 8,327 8,390 8,539 8,521 8,676 8,445] 949] 95.1] 95.6] 95.5f{ 955 95.4 94.5
35to 39 years 8,187 8,768 8,635 8,720 8,774 8,834 8,587] 95.3] 96.7{ 95.3] 94.9| 955 95.3 93.7
40 to 44 years 1,750 7,949 7,880 7,934 7,951 7,949 7,827] 95.8] 95.6f 94.7| 94.5 94.9] 943 93.2
45 to 49 years 6,685 1,052 6,920 6,886 6,897 6,859 6,740 924 94.5{ 92.7| 93.3] 935 92.7 91.8
50 to 54 years 5197 5139 5,163 5,150 5,155 5211 4,991 89.6] 89.0{ 89.3] 89.0[ 89. 89.9 878
55 to 59 years 3,613 3,592 3,605 3,570 3,694 3,739 3,589| 79.2 78.4] 78.7] 71.4] 80.1 809 78.6
60 to 64 years 2,19 2,059 1,873 2,102 2,258 2,285 2,220] 54.8 50.8] 46.3] 51.2] 55.0 55.6 543
65 to 69 years 817 841 647 810 1,028 1,085 1,074] 215 218| 16.8] 20.4} 259 213 214
70 years and older 752 762 656 634 847 8N 926 10.8 97| 83| 80| 107 11.0 117
Women 50,421 51,636 50,192 51,215 52,074] 51.930] 50804| 60.7 60.01 58.4| 59.7} 60.7 60.2 59.0
16 and 17 years 1,663 1,406 1,201 1,420 1,409 1,326 1,320 625 52.6] 44.9] 52.4f 520 48.5 46.7
18 and 19 years 2,051 1,912 1,668 1,839 1,856 1,756 1,798 81.2 744 64.8] 69.9] 70.5 66.0 64.5
20 to 24 years 5,739 5707 5.306 5,381 5,399 5,269 5170 87.8| 849 79.0) 786f 7838 75.6 723
2510 29 years 6,419 6,215 6,136 6,066 6,096 6,010 5890/ 89.4] 827] 81.7f 79.9| 803 11.1 75.9
30 to 34 years 6,625 7.150 7,166 1,157 7,065 6,906 6.766] 78.1 81,11 81.4| 802] 79.2 76.6 75.7
35 to 39 years 1311 1511 7,439 1,468 7,475 7,334 7,024 831 82.0{ 81.2] 814 815 79.6 76.5
40 to 44 years 6,669 1,032 6,679 6,832 6,916 6,926 6,674] 80.5| 835 79.3] 809] 819 818 78.8
45 to 49 years 5,206 5,449 5,646 5,833 5,931 6,026 5856 699 71.4{ 740| 775 788 7199 78.2
50 to 54 years 3,756 4,076 4,024 4,027 4,189 4,294 4,218{ 619] 675/ 66.7| 66.9| 69.6 n.2 ns
§5 to 59 years 2,420 2,562 2,525 2,646 2,854 2,927 2,908] 50.0 519 51.3| 53.6] 578 59.2 60.0
60 to 64 years 1,459 1,442 1,460 1,521 1,608 1,753 1,714} 333 317 322 335) 354 38.6 38.2
65 to 69 years 619 686 563 598 753 861 837 134 1471 12.1] 128{ 16.1 18.4 18.1
70 years and older 418 488 3719 421 523 542 6291 3.8 401 31 36 44 4.6 5.4
Black and other 18,250 18,994 19,082 19,912 19,915 20,202} 20,354] 670 65.7] 659| 65.7| 658 65.5 64.3
Men 8,740 9,213 9,388 9,921 9,994 10,196 10,215 N.3 70.6{ 71.7| 71.8] 725 724 70.7
16 and 17 years 159 152 m 242 250 242 239] 248 24.7| 21.7 33.2| 342 3217 29.9
18 and 19 years 270 252 301 385 363 365 370 4838 46.7| 54.5| 59.6{ 56.0 55.0 518
20to 24 years 970 898 1,017 1,144 1,107 1,185 1,2431 708 68.3|] 76.6| 78.0f 75.5 7.7 74.3
2510 29 years 1,174 1,265 1,265 1,308 1,318 1,375 1,428 88.1 84.1| 84.2] 87.6] 88.6 88.8 86.9
30to 34 years 1,418 1,516 1,518 1,523 1,524 1,578 1,573] 946 87.6| 87.2} 89.3] 900 90.1 88.2
35 to 39 years 1,247 1,485 1,468 1,482 1,480 1,486 1,497] 91.6/ 90.8| 89.5] 909] 91.2 89.6 85.0
40 to 44 years 1113 1,244 1,249 1,258 1,238 1,266 1,277} 931 90.1 903} 90.1 88.7 89.5 86.8
450 49 years 878 935 975 967 983 980 932! 88.2 84.2| 87.3] 87.1] 886 873 82.5
50 to 54 years 672 681 663 705 708 709 7591 83.6] 843 81.7] 819| 821 815 79.6
55 to 59 years 412 414 412 521 525 5N 427] 65.9| 64.8] 64.4] 716] 721 69.5 66.4
60 10 64 years 263 246 229 245 304 298 268] 47.8 48.2| 44.8{ 40.3| 500 48.5 419
65 10 69 years 96 68 n 96 122 118 124 185 15.6] 16.5] 17.6| 22.3 214 26.0
70 years and older 68 57 49 45 72 83 771 83 69| 6.0f 51 8.1 9.3 9.2
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Tablet. The 199 labor force, and labor force participation rates, actual and as projected
in 1980,1983,1985,1987,1989, and 1991-
rontinued
Labor force (in thousands) Participation rate (in
percent)
Labor force group As published in - Actual As published in - Actual
1980 1983 1885 1987 1989 1991 1995 | 1980 | 1983 | 1985 | 1987] 1988 | 1891 1895

Women 9,510 9,781 9,694 9,991 99211 10,006f 10,140 63.5 61.7] 61.1| 605 60.1 59.7 58.9

16 and 17 years 245 175 167 234 231 223 237| 388 284 21.0| 329| 324 30.9 30.1

18 and 19 years 300 268 271 356 361 344 374 49.6 450 455] 52.5| 53.2 499 50.2

20 to 24 years 1,207 1,089 1,010 1,147 1,106 1,136 1,179] 754 69.8| 645] 67.6] 652 65.4 62.7

25 to 29 years 1,373 1,367 1,304 1,288 1,268 1,297 1,369] 853 80.1| 76.5| 73.1| 720 71.6 70.7

30 to 34 years 1,554 1,568 1,562 1,510 1,506 1,492 1,502| 86.7 82.0| 815| 77.0] 76.9 743 72.2

35 to 39 years 1,435 1,523 1,513 1,536 1,532 1,489 1545| 837 82.5| 81.9] 81.2| 811 77.6 4.7

40 to 44 years 1,170 1,361 1312 1,313 1,318 1,341 1,320 775 83.9] 80.9| 79.6] 79.9 80.5 76.2

45 to 49 years 853 941 1,044 1,018 1,004 1,008 997 70.6 70.5] 78.0| 759| 748 74.4 735

50 to 54 years 584 659 694 711 695 742 731 60.3 65.7] 69.1| 67.5| 659 69.7 65.5

55 to 59 years 379 423 449 487 480 477 485( 50.4 51.6] 54.7| 557| 549 54.0 59.1

60 to 64 years 244 244 261 261 243 258 249 36.5 346 36.8] 34.6] 32.2 33.7 343

65 to 69 years 112 122 75 74 117 122 82| 16.2 188| 11.6] 105| 165 17.0 12.3

70 years and older 54 41 32 56 60 77 701 44 2.8 22 35 42 5.4 5.4
|Black - 14,796 15,058] 15,120] 15,102 14,817 — 65.3| 65.6] 659 65.3 63.7
Asian and other - — — 1  4854f 4795| 5100f 5539 — - — | 658 653| 661 65.8
Hispanic — — 11,787 11,939 11,900] 12,267 | - - — 66.7] 68.7 68.5 65.8
|Note: Dash indicates data not available
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"able 2.

characteristics of the 1995 labor force, actual and as projected using the

pparticipation rates projected in 1980,1983,1985,1987’, 1989 and 1991

with the actual 1995 population and associated errors

Labor force (in thousands)

Labor force group Using rates published in - Actual Errors due to participation rate projections’
1980 | 1983 | 1985 | 1987 | 1989 | 1991 1995 1sso| 1983 1985( 1987 1989] 1991
Total 143,975| 142,311 | 139,175|140,526| 142,276| 141,228| 132,305 11,671 | 10,007| 6.871| 8222| 9,972| 8,924
Ahen, 16 and older 75,833 75197| 74,293| 74,759 75566 75,367| 71,361| 4472 3836| 2933| 32398 4,206| 4,007
Women, 16 and older 68,143| 67,114 64,882| 65,768 66,709| 65,860 60,944 7,199| 6,171| 3939 4824| 5766 4,917
White 122,129| 121,203| 117,980(119,061 | 120,807| 119,956 111,950( 10,179] 9,253| 6,031 7111]| 8,857| 8,006
Men 65,340 65,089 63908| 64,082 64,855 64,703| 61,146 4,193 3943| 2762 2936| 3,709 3,557
16 and 17 years 2,327 2306 2270 2213| 2303 2,303] 1429 898| 877 841 844 874 874
18 and 19 years 1,801 1,684| 1,409 1461 1,472 1430] 1,998 -196| -314| -588| 537 -525| -568
20 to 24 years 5788 5759 5415 5265 5200 5107 6,096 -308] -337| -681| -831| -896| -989
2510 29 years 6,872 6,740 6910 6,856 6,810 6,733 7.224| -353| -484| -314| -368| -414| -492
30 to 34 years 8,387 8387| 8476 8414| 8468 8441 8,445 -58 -58 32 -31 23 -4
35 to 39 years 8,699 8718| 8,764 8754 8754 8,745 8,587 112 131 176 167 167 158
40 to 44 years 8,005| 8123 8005 7972 8022 8005 7827 178 296 178 145 195 178
45 to 49 years 7,037 7022 6956 6941| 6,970 6,926 6,740 297 282 216 201 231 187
50 to 54 years 5,251 5370 5268 5302 5314] 5268] 4991 261 380 278 312 323 278
55 to 59 years 4,090 4,063 4,077 4063 4067 4,204 3589 501 474 488 474 478 515
60 to 64 years 3,237  3,204| 3216 3163| 3274| 3,308| 2220 1,017 984 996 943| 1,054 1,086
65 to 69 years 2,148 1,991 1814| 2007 2455 2179 1074 1,073 917 740 932| 1,081 1,105
70 years and older 1698 1721 1327| 1611 2045| 2,156 926 772 795 401 685 1,119 1,230
Women 56,789 56,114| 54,072 54,979 55952| 55,253| 50,804 5986| 5310| 3268| 4175| 5148| 4,449
16 and 17 years 1,716 1,696 1,651 1,688 1,716 1,702 1,320 396 376 331 368 396 382
18 and 19 years 1,742 1466 1251 1460 1449 1,352 1,798 56| -332| 547| -338| -349| -447
20 to 24 years 5806 5319 4,633 4998 5041 4,719 5170 636 149 -537| -172| -129] 451
25 to 29 years 6,814 6589 6,131 6,00 6,116 5867 5,890 925 700 242 211 226 -22
30 to 34 years 7993 7,394| 7305 7144| 7,80 6,947 6,766 1,227 628 538 377 413 181
35 to 39 years 7,174 7450 7477 7367 7275 7,036 7,024 151 426 454 344 252 13
40 to 44 years 7,037 6944| 6876 6,893 6901| 6741 6,674 363 270 202 219 228 67
45 to 49 years 6,029 6,253 5939 6,059 6,133 6,126 5856 173 397 83 203 278 270
50 to 54 years 4125 4213 4367 4573| 4,650 4,715 4218 -03 -4 149 356 432 497
55 to 59 years 2,999 3270 3232 3241| 3372 3450 2,908 91 362 323 333 464 541
60 to 64 years 2244 2329 2302 2406 2,594 2,657| 1714 530 615 588 692| 880] 943
65 to 69 years 1542| 1468 1491 1,551 1,639 1,788 837 705 631 654 714 802 951
70 years and older 1,569 1721 1417 1498 1885 2,154 629 939 1,092 787 869| 1,256 1,525
Black and other 21,846 21,109 21,195| 21,466 21,469 21,272| 20,354| 1,492 754 841 LUl 1114 917
Men 10,493 10,108| 10,385| 10,677 10,711 10,664] 10,215 278  -107 170 462 496| 450
16 and 17 years 570 564 573 574 579 579 239 331 325 334 335 340 340
18 and 19 years 177 176 198 237 244 233 370 -193 -194 172 133 -126| -137
20 to 24 years 816 781 911 997 936 920 1243 427 462 -332| -246] -306] -323
25 to 29 years 1,163 1,122 1,259| 1,282 1,241 1,277 1,428 -265| -306| -170| -147| -188| -152
30 to 34 years 1571 1,499  1501| 1,562 1580 1583 1573 -2 -73 71 -11 7 1
35 to 39 years 1,666 1543| 1536 1573 1585| 1587| 1,497 169 46 39 76 88 9
40 to 44 years 1,348 1336 1,317| 1,338 1,342 1,319 1,277 71 59 40 60 65 41
45 to 49 years 1,052 1,018 1,020 1,018 1,002 1011 932 120 86 88 86 70 79
50 to 54 years 840 802 832 830 844 832 759 82 44 73 71 86 73
55 to 59 years 537 542 525 526 528 524 427 110 115 98 100 101 97
60 to 64 years 369 363 361 401 404 389 268 101 95 93 133 136 121
65 to 69 years 228 230 213 192 238 231 124 104 106 20 68 114 107
70 years and older 155 131 138 148 187 180 77 78 54 61 70 110 102
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Table 2. characteristics of the 1995 labor force, actual and as projected using the
participation rates projected in 1980, 1883,.1985, 1507, 1989, and 1881,
with the actual 1995 populstion and associated srrors—continued
Labor force (in thousands)
Labor force group Using rates published in - Actual Errors due t« Participation rate projections’
1980 | 1983 | 1985 | 1987 | 1988 [ 1001 | 1995 1980| 1983 1985] 1987] 1989] 1991

Women 11,353 11,000 10810] 10789] 10,758 10607 1040 1,213 e61| 670 649] 618 468

16 and 17 years 499 485 480 476 472 469 231|262 48| 243 239|236 232

18and19years 289 211 01| 245 241 230 374 -85 -163| -173] -129] -133| 144

20 to 24 years 932 846 855 987 1000 93a| 1179 -247| -333| -324| -192| 179 241

25 to 29 years 146(0| 1352 1249] 1,309] 1263] 1267 1,369 91 -18( -120]  -60| -107] -103

30 to 34 years 1,775 1666 1592| 1521 1498 1490 1502| 272 164 89 19 -4 -13

35 to 39 years 1,793 1696| 1686] 1593] 1591| 1537 1545| 248 151 141 48 46 -8

40 to 44 years 1449 1428 1418] 1406| 1.404] 1344 132 129] 108 98 86 84 24

45 1o 49 years 1,051 1,138 1007 1080| 1084 1,092 #997 54 11| 100 82 87 95

50 to 54 years 788 787 gro| 847 835 830 731 57 56| 140 116 104 99

55 to 59 years 495 539 567| 554 541 572 485 10 54 82 69 56 87

60 to 64 years 366 374 397| 404 398 392 249 17| 125 148 155 149|143

65 to 69 years 244 231 246 231 215 225 82| 162 149| 164 249 133 143

70 years and older 213 247 152 138 217 223 0| 142 178 82 67| 146] 153
EHack 15,180] 15249| 15,319] 15180 14,817 363 432 502| 363
Asnand other 5537| 5495 5563 5539 1 -43 24
Hispanic 12,426 12,798| 12,761 12,267 159 531 494
Difference from actual

1995 values

188



Table 3.

Numbers in thousands]

force, and between the orgi;al labor force
and one using the actual 1
characteristic, 1980,1983,1981987,1989, and 1991

Ep opulation, by

Difference between theprojected and actual labor

Labor force group

Difference between the projacted and the

actual 1885 labor force ba

on projections

Errors due to population projections’

made in%
1980 | 1983 | 1985 | 1887 | 1989 [ 1991 | 1980 | 1883 | 1985 | 1987 | 1989 | 1991
Total -4,762| -917| -3,136| -706 911 1,781 -| -8,928] -9,061 | -7,143
16,433 ( 10,924 10,007

Men, 16 and older -3,750( -1,391| -2,079 -969| -141 788| -8,222( -5,227| -5,011| -4,367| -4,346| -3,218
WN/omen, 16 and older -1,013|  474] -1,058( 263 1,052 993| -8,212| -5,697| -4,996| -4,562| -4,714 | -3,924
White -2,658| 443 -1,864| -264 1,350| 1,933 " 837- -8,810| -7,894| -7,375| -7,507 | -6,073
Men -2,275] -389| -1,252| -675 80 807 -6,469| -4,332| -4,014| -3,611| -3,62S | -2,750
16 and 17 years 313 209 -55 22 33 4] -585| -668 -896| -822| -841| -870
18 and 19 years -25 3 -94 -99 -115| -111 172 317 495 43a 411 458
20 to 24 years -569| -464| -323| -336| -366| -223| -261| -127 358 495 530 766
250 29 years -671| -227| -150f -208| -198 27 -319 257 164 160 216 518
30 to 34 years 561 -118 -55 94 76 231 -503 -6C -86 125 53 235
35 to 39 years -4001 181 48 133 187 247 512 501 -129 -34 20 89
40 to 44 years 77 122 53 107 124 122| -255| -174] -125 -3a -71 -56
45 to 49 years -55 312 180 146 157 119 -352 30 -36 -55 -73 -67
50 to 54 years 206 148 172 159 164 220 54| -231| -105( -152| -159 -57
55 to 59 years 24 3 16 -19 105 150 -477| -471| -472| -493| -373| -365
60 to 64 years -29] -161| -347] -118 38 65| -1,046( -1,145( -1,343| -1,061| -1,016| -1,021
65 to 69 years 257 -233( -427| -264 -46 111 -1,331| -1,15C| -1,167| -1,197 -1,127] -1,094
70 years and older 1741 164 -2701  -292 -79 55| -946( -959| -671| -977| -1,198( -1,285
Women -383| 832 -612| 411 1,270( 1,126( -6,368| -4,478 -3,880| -3,764 | -3,878 | -3,323
16 and 17 years 343 8¢ -119 100 89 6 53| -29C| -450| -268| -307| -376
18 and 19 years 253 1141 -130 4 58 -42 309 446 417 379 407 404
20 to 24 years 569 537 136 211 229 99 67| 388 673 383 358 550
25 to 29 years 529 325 246 176 206 120 -395| -374 5 -34 -20 143
30 to 34 years -141 384 400 391 299 140 -1,368| -244| -139 131 -115 -41
35 to 39 years 353 487 415 444 451 310 203 61 -38 101 2(XI 298
40 to 44 years 5[ 35a 5 158 242 252 -368 88| -197 -61 15 185
45 to 49 years -650| -407| -210 -23 75 170( -823| -804| -293| -226| -202| -loo
50 to 54 years -462| 142 <194 -191 -29 76 -369| -137( -343| -546| -461| -421
55 to 59 years -488| -346| -383 -262 -54 19| -579| -708| -707| -595( -518| -523
60 to 64 years -255| -272| -254| -193| -106 39| -785| -887| -842| -885| -986| -904
65 to 69 years -218| -151( -274 -239 -84 24 -923| -782| -928| -953| -886| -927
70 years and older 211 -141| -250( -202| -106 -87| -1.151 | -1,233( -1,038 | -1,071| -1.362 | -1,612
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rable 3. Difference between the projected and actual labor
force, and between the original labor force
and one using the actuall485 ulation, by
characteristic, 1880,1983,19%1397,1889, and
1991-c0ntinued

Numbers in thousands]

Labor force group Difference between the proje :ted andthe Enrors due to population projections’
actual 1885 labor force by on proj ections
made in %
1880 | 1983 | 1985 | 1987 | 1989 | 1991 | 1980 | 1983 [ 1985 | 1887 [ 1989 | 1891
Black and other -2,104| -1,360| -1,272| -442] -439| -152| -3,596| -2,115] -2,113| -1,554| -1,554| -1,070
Men -1475( -1,002| -827| 294 -221 -19] -1,753| -895| -997( -756 -717| -468
16 and 17 years -80 -87 -68 3 1 3| -411| -412| -402 -332| -329| -337
18 and 19 years -loo| -118 -69 155 -1 -5 93 761 103 148 119] 132
20 to 24 years -273| -345| -226| -9¢| -136 -58| 154|117 106 147 171] 265
25 to 29 years -254| -163| -163| -120] -110 -53 1 143 6 26 77 98
30 to 34 years -155 -57 -55 -50 -49 5| -153 17 17 -39 -56 -5
35 t0 39 years -25( 121 -9 -15 -17 11 -419 -5a]  -68| -91| -105( -101
40 to 44 years -164 331 28 -19 -39 11 -235 -92 -68 -80 -104f -53
45 to 49 years -54 3 43 35 51 48[ -174 -83] 45 -51 -19] -3t
50 to 54 years -87 78]  -96 -54 -51 50| -168| -121| -169| -125| -136| -123
55 to 59 years -15 13| -15 % 9% 84| -125 -128| -113 -5 -3 -13
60 to 64 years S 22| -9 -8 36 30 -106| -117( -132| -156] -loo| 91
65 to 69 years -28 56|  -53 -2a -2 -6| -132| -162| -142| -96| -116] -113
70 years and older 9 20| -28] -3 5 6 87| -74| -89 -103| -115| -97
Women -630| -359| -44€| -149] -219( -134|-1,843| -1,220| -1,116] -798| -837| -601
16 and 17 years 8| 62| -IC -3 -6 -14( -254( -310( -313| -242| -241| -246
18 and 19 years -74|  -106| -103 -la -13 -30 1 57 700 111 120 114
20 to 24 years 28 -90| -16§ -32 -73 -43( 275 243 155 160 106| 198
25 to 29 years 4 2 -65 -81| -101 -72 -87 15 55 21 5 30
30 to 34 years 52 66 60 8 4 -lo| -221 -98]  -30| 11 8 2
35 to 39 years -110[  -22 -32 -9 -13 -56| -35af -173( -173] 57 -59 -48
40 to 44 years -150 41 -8 -7 -2 21 -279 -67] -106] -93 -86 -3
45 to 49 years -144]  -56 47 21 7 1| -198( -197 -53 -62 -80 -84
50 to 54 years -147 -72 -37 -20 -36 1 -204| -128| -176 -136| -140 -88
55 to 59 years -106]  -62 -36 2 -5 -8| -116| -116] -118 -67 -61 -95
60 to 64 years -5 -5 12 12 -6 9] -122| -130| -136| -143| -155 -134
65 to 69 years 30 40 -7 -a 35 401 -132| -109| 171 -157 -98| -103
70 years and older -16 -29 -38 -14 -lo 71 -159| -206f -120 -82| -157| -146
Black NA NA 211 241 303| 285 NA | NA -384) 1911 199 -78
Asian and other NA NA NA -685| -744] -439] NA | NA | NA -683] -700( -463
Hispanic NA | NA | NA | 80| -328] 367 NA | NA 1 NA T -639]-859 | -861
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Table4. Difference between the 1995 labor force and the
projections made in
1980,1983,1985,1987, 1989,
and 1991
Labor force< group Percentage point difference Absolute relative error
1980 || 1983 | 1985 | 1987 | 1989 | 1991 | 1980 | 1983 | 1985 | 1987 || 1989 | 1991
Total« 20 12 0.0 0.6 15 12 3.0 18 0.0 0.9 22 18
Men, 16 and older 18 11 0.3 0.3 13 13 24 15 0.4 0.4 18/ 1.8
Women, 16 and older 2.3 14 0.0 0.9 17 12 3.8 23 0.1 15 28 20
White 17 1.0( -03 04 14 12 2.6 15 04 0.6 21 18
Men 2.0 1.3 0.1 0.2 12 12 26 17 0.1 0.2 15| 15
16 and 17 years 153 112 16 34 38 23| 320 234 3.3 71 79 48
18 and 19 years 109 105 5.7 36 2.7 14 156| 151 8.2 5.2 39 20
20 to 24 years 39 22 4.4 3.7 31 2.1 4.6 26 5.2 43 3.6 25
25 to 29 years 0.3 0.3 13 0.6 12 0.9 04 04 14 0.7 13| 10
30 to 34 years 0.4 0.6 11 1.0 1.0 0.9 0.4 0.6 11 1.0 10 09
35 to 39 years 16 3.0 16 12 1.8 16 17 3.2 17 13 19 17
40 to 44 years 26 2.4 15 13 17 11 2.8 2.6 16 14 18] 12
45 to 49 years 0.6 2.7 0.9 15 17 0.9 0.7 3.0 1.0 1.7 19 10
50 to 54 years 18 12 15 12 13 2.1 2.0 1.3 17 13 15 24
55 to 59 years 06| -0.2 01| -1.2 15 23 0.7 0.3 0.1 16 19| 29
60 to 64 years 05 -35[ -8.0] -31 0.7 13 0.9 65| 14.8 5.7 13| 24
55 to 69 years -59| -56| -106[ -7.0] -15 01| 216 205 387 256 55 04
70 years and older -1.01  -20( -34 37 -10 0.7 81| 174 291| 319 8.8 6.2
women 17 101 -0.6 0.7 17 12 3.0 18 0.9 13 3.0[ 21
16 and 17 years 15.8 59| -18 5.7 5.3 18| 339 127 3.8 122| 114] 39
18 and 19 years 16.7 9.9 0.3 5.4 6.0 15| 258 153 0.4 8.3 93| 23
20 to 24 years 155 126 6.7 6.3 6.5 33| 214 174 9.3 8.7 9.0 46
25 to 29 years 135 6.8 5.8 4.0 4.4 18] 178 9.0 7.1 53 58| 24
30 to 34 years 24| 54| 57| 45| 35 09| 32| 72| 76| 60/ 47| 12
35 to 39 years 6.6 55 4,7 49 5.0 31 8.7 7.2 6.2 6,5 6.6 41
40 to 44 years L7 471 o5 21 31 30 21 6.0 06| 27 39| 38
45 to 49 years 83| 68| -42f -07 0.6 1.7] 106 8.7 5.4 0.9 08| 22
50 to 54 years 96| -40( -48| -46| -19 03[ 134 5.6 6.7 6.4 26| 04
55 to 59 years -100| 81| 87| 64| -22 08| 16,71 135| 145 107 37| 14
60 to 64 years -49| 65| -60| -47| -28 04| 128 170| 157| 123 73] 11
65 to 69 years 47 -34| -6.0 -53| -20 03] 259 187| 331| 292 109 18
70 years and older -16| 14| 23] 18] -10 08| 300| 264| 424| 327| 181 144
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Table 4. Difference between the 1885 labor force and the
projections made in
1880,1883,1885,1887, 1888,
and 1881-continued
Labor force group Percentage point difference Absolute relative error
1980 | 1983 | 1985 | 1987 | 1889 | 1991 | 1980 | 1983 | 1985 | 1987 | 1989 | 1991
E lack and other 2,7 14 1.6 14 15 12 42| 22 25 22 24/ 19
Men 0.6 0.1 1.0 11 1.8 17 08 0.2 1.4 15 25 24
16 and 17 years 5.1 5.2 2.2 3.3 4.3 28| 1741 174 741 11.0f 143] 93
18 and 19 years -3.0 5.1 2,7 78 4.2 3.2 58 99 52| 15.0 81] 6.1
20 to 24 years -35 -6,0 2.3 3.7 1.2 34 4.7 8.1 31 49 16 45
250 29 years 12 -2.8 2.7 0.7 1.7 19 14 3.2 31 0.8 19( 22
30 to 34 years 64| -06 -1.0 11 18 19 7.3 0.7 11 12 20| 22
35t0 39 years 6.6 58/ 451 59 62 46! 77| 68 53 69| 73] 54
40 to 44 years 6.3 3.3 35 3.3 1.9 2,7 7.3 3.8 4.0 3.8 22 31
45 to 49 years 5.7 17 4.8 4.6 6.1 4.8 6.9 2.0 5.8 5.6 74| 58
50 to 54 years 40 4.7 2.1 2.3 2.5 1.9 5.0 5.9 2.6 2.9 31| 24
55 to 59 years 05 -1.6 2.0 5.2 5.7 3.1 0.8 2.4 3.0 7.8 8.6] 4.6
60 to 64 years 0.1 0,3 31 -1.6 2.1 0.6 0.1 0.7 64| 158 441 13
65 to 69 years -15] -104 9,5 -8.4 -3.7 46 289 400 365 323 142| 177
70 years and older -09] -23] -32| -41 11 0.1 9.4 249 347 449] 121]| 10
women 4.6 2.8 2.2 16 1.2 0.8 7.9 4.8 3.8 2.8 211 14
16 and 17 years 8.7 1.7 31 2.8 2.3 08| 288 57| 104 9.2 761 26
18 and 19 years -0.6 5.2 A7 2.3 3.0 -0.3 13 104 9.4 45 59 0.7
20 to 24 years 12,7 71 1.8 4.9 2.5 27| 202 113 2.8 7.8 39| 43
25 to 29 years 14.6 9.4 5.8 24 13 09| 206| 133 8.2 34 18| 13
30 to 34 years 145 9.8 93 4.8 4.7 21| 201 136 129 6.6 6.5 29
3510 39 years 9.0 7.8 7.2 6.5 6.4 29] 121 10.5 9.7 8.7 86| 39
40 to 44 years 13 771 47| 34| 37 4.3 171 101 6.1 44 48| 5.6
45 to 49 years 29 -3.0 45 24 13 0.9 4.0 4.1 6.1 3,2 171 12
50 to 54 years 52 02 36 20 04 421 79[ 03] 55 31 06| 6.4
55 to 59 years 8.7 -15 -4.4 -3.4 -4.2 5.1 147] 126 74 5.7 71| 86
60 to 64 years 2.2 0.3 25 0.3 2.1 -006 6.4 0.8 7.2 0.8 6.2 18
65 to 69 years 39 6.5 0.7 -1.8 4.2 471 322 534 53| 143| 347| 387
70 years and alder -1.0[ -26] -32 -18] -12 0.0] 183| 482| 596 339| 217| 0.7
Median 121 03| 10| 20 18 1.7
Mean absolute percent error 116 11.2] 102 9.4 64| 42
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Chart 1. Errors in the participation rate projections to 1995
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Chart 2. Range of labor force projections to 1995
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Industry employment projections,1995: an evaluation

Arthur  Andreassen
Office of Employment Projections
Bureau of Labor Statistics
U.S. Department of Labor

The Bureau of Labor Statistics' 1984 to 1995
employment projections underestimated the
growth of wage and salary employment by 6.5
million employees. Manufacturing employment
was over-projected by 2.2 million while
employment in the service and government
industries was under-projected by 6.8 million.
Those major industrial sectors which were
projected to have healthy growth rates did so and
the sectors projected to have moderate or
negative rates actually did grow slowly or
declined. Projections of industry employment
however showed a much greater deviation from
what actually occurred than did the sector
employment projections..

Major Industry Sectors

Considering the condition of the economy in
1984 and the economic turmoil of the prior
eleven years viz. aviz. inflation, recessions and
unemployment, the picture projected for 1995
was uncannily accurate. Fortunately, over the
projected period the economy was not impacted
by outside shocks approaching those of the
preceding eleven years so trends in industry
employment were mainly responses to domestic
economic forces. Along with those few shocks
that did actually occur were some errors within
the macro assumptions that netted to an under-
projection of jobs. These errors were included an
under projection of the labor force of 3 million
persons, an unemployment rate projected to be
6% as opposed to the actual 5.6%, productivity
projected to grow 20% versus an actual 13%
growth and, finally an under projection of total
jobs of 8 million. The combination of these
sometimes offsetting errors resulted in the Gross
Domestic Product (GDP) growth rate to be over
project at 38% as opposed to the actual 31 %.
The following discussion focuses on wage and
salary employment as opposed to total
employment, total includes wage and salary plus
unpaid family and self employed workers.
Further, employment in this study refers to a jobs
concept as opposed to a person concept which
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exceeds the percent of the total labor force
employed by the amount of multiple job holding
by some workers. It is for this reason that the
actual employment is a larger percent of the labor
force than that projected.

As can be seen, (table 1.), the projected 1995
distribution of employment by sector closely
matches the actual distribution. The projected
shares of only two sectors, agriculture and
wholesale trade, were wrong in direction as
compared with 1984. Agriculture employment
grew faster than projected because the
agricultural services component of this industry
showed more vigor than expected. Agriculture
still held in 1995 the 1.7% share it had in 1984
rather than dropping to a projected 1.2%.
Agriculture is the only sector whose employment
was projected to decline but which actually
increased. Wholesale trade at a 5.7% share in
1984 was projected to rise to a 5.9% share but
actually dropped to 5.3910. More actual growth in
the service sectors and less growth in the goods
sectors than projected accounted for this
discrepancy since service output requires less
trade to distribute than does goods output.
Wholesale trade is the also only sector whose
employment growth was incorrectly projected to
be faster than the total employment growth

(18. 1% as compared to 15.9% for total) but
turned out to be slower; the actual rates are
13.6% for wholesale trade and 22.7% for total.
Not one sector whose employment was projected
to grow slower than total actually grew faster.
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Table 1. Projected and actual wage and

(Numbers in thousands)

salaried employment by major industry group: 1984-1995

1995 Percent change | Numeric | Percent sn;-bd %th
Industry description Actusi | Projected Actusl 1984 1995 error error 1984 -1995
1984 Level % share Level % share | Prolectsd Actusl 1995 1995 | Projecid Ackuet

Total, aft industries’ 86,843 112,267 100.0 118.833 100.0 15.9 22.7 -6,566 55 100.0 100.0
Agriculture, forestry, and fisheries 1,668 1,401 12 1,876 17 -16.0 18.4 -575 -28.1 17 14
Mining 620 601 5 418 4 31 -32.6 183 438 -1 -3
Construction 4,726 5,225 4.7 5,407 45 10.6 14.4 -182 -34 3.2 31
Manufacturing 19,369 20,683 18.4 18,405 155 6.8 -5.0 2,278 12.4 85 -4.4
Durables 11476 12,986 116 10,598 8.9 132 77 2,390 22.6 9.8 -4.0
Nondurables 7,894 7,697 6.9 7,808 6.6 25 11 112 14 13 -4
Transportation, communications, and utilities 5232 6,031 5.4 6,280 53 153 20.0 -249 -4.0 5.2 4.8
Wholesale trade 5*568 6,578 5.9 6,324 5.3 18.1 13.6 254 4.0 6.5 3.4
Retail trade, includes eating and drinking places 16,512 19,549 174 20,840 175 10.4 262 1,20 6.2 19.7 19.7
Finance, insurance, and real estate 5*663 8,740 6.0 6,949 58 18.6 22.3 -203 -3.0 6.9 58
Services 21517 28,468 25.4 33,042 27.8 32.3 53.6| -4,574 -13.8 451 524
Business and professional services, except medical 8,01 11,728 10.4 13,479 113 46.4 68.2 -1,751 -13.0 24.1 24.9
Other services 13,506 16,740 149 19,564 16.5 23.9 49| 2,824 -14.4 21.0 275
Jovernment 15,947 16,921 15.1 19,192 16.2 6.5 20.4 -2,201 “11.5 6.8 14.8

' Employment data for wage and salaried employment are from the BLS current Employment Statistics (payroll) stvéy, which counts jobs. Agriculture and private
household data are from the Current Population Survey (houschold survey), which counts workers.




Manufacturing employment was projected to
drop from a 20% share to 18.4% but this fell
short of the actual decline to 15 .5%. Employment
in this sector was projected to rise from 1984's
level of 19.3 million but instead fell to 18.4
million. These projections were made in 1984 as
the economy was emerging from the deepest of
two recessions. It was assumed that
manufacturing would recover from its recession
loses as exports and domestic demand for
durable goods increased. This did not occur.
Durable goods employment was the only sector
projected to be greater in 1995 than in 1984 but
which turned out to be lower. The nondurable
goods employment level had too great a
projected decline while mining’s was too little.
Construction’s employment grew as was
projected, but the actual increase was dightly
greater. Both the business service sector and the
other service sector increased their shares of
employment by growing faster than total, as
projected, but both did so at a greater rate.
Together the employment in the business service
sector and the other service sector increased their
share of total employment from 22.2% in 1984 to
27.8% in 1995 and except for a dight increase of
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0.4% by retail trade these two were the only
sectors whose share did not just hold steady or
have a decline. The 1984 to 1995 percent increase
in employment of the business service sector was
three times that of the total while that of the other
services sector was twice. Government
employment fell as a share as projected but the
actual drop was much less than projected.

Ultimately it is the satisfaction of GDP that
determines industry output and thus its
employment. Output is produced either to
directly satisfy demand or to be used as an input
by other industries whose output is sold to
demand. Changes over time to the structure of
demand and the production process affect the
distribution of industry employment. As one
moves down the chain from total demand to
demand by major sector to demand by industry
the econometric relationships become less stable
with more deviation introduced to the projected
results. Projections of gross domestic product by
major demand sector is the next step in the
process of deriving industry outputs (see Table
2).



Table 2.Demand Components, 1984 and 1995, projected and actual:

Annual Average Percent Change
(Congtant Dollars)

Gross National  Gross Domestic

Product
1984 to
Projected 1995
(1977=100)
Totd 2.9
Personal Consumption Expenditures 2.8
Durable Goods 2.8
Non-durable Goods 1.9
Services 34
Gross Private Domestic Investment 2.8
Producers' Durable Equipment 38
Nonresidential  Structures 2.0
Residential Structures 2.1
Change in Business Inventories 0.3
Net Exports
Exports 5.6
Imports -4.0
Government 25
Federal Government 2.8
Natio