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Executive Summary 

The Program for International Student Assessment (PISA) is designed to monitor the mathematics, 
science, and reading achievement of students as they approach the end of compulsory schooling. PISA is 
sponsored by the Organization for Economic Cooperation and Development (OECD). The United States, 
other OECD member nations, and selected nonmember nations, participate in this program on a 3-year 
cycle. In each cycle, national samples of 15-year-old students in each participating country complete 
assessments in the specified subject areas and an associated questionnaire on related characteristics of the 
student. A companion questionnaire is completed by the principal of each sampled school. The intent is to 
establish how well students are acquiring the skills and knowledge necessary to participate fully in society 
now and in the future. The PISA 2003 data collection was fielded in April, May, and June 2003. To 
improve response rates (which were projected to be approximately 50 percent at the end of the original 
data collection period), a follow-up data collection was undertaken in August, September, and October 
2003. 
 
This report is concerned with the extent of potential bias introduced into the 2003 U.S. study through 
nonresponse on the part of schools and students. Specifically, the National Center for Education Statistics 
(NCES), which funded the U.S. study, requires that a nonresponse bias analysis be completed for any 
stage of data collection that has a unit response rate of less than 85 percent. In the 2003 U.S. PISA, the 
weighted school response rate (prior to the use of replacement schools) only reached 65 percent, 
substantially below the NCES-established standard. The weighted student response rate was 83 percent, 
also below the NCES-established standard. 
 
Three bias analyses were conducted to address the issues of school nonresponse, student nonresponse, as 
well as possible achievement differences between students in the spring and fall testing sessions. Item-
level nonresponse is not discussed in this report because response rates for all of the major reporting 
variables for this U.S. cycle (e.g., sex, socioeconomic status, and race/ethnicity) exceeded the NCES 
standard of 85 percent. 
 
The analysis compares selected characteristics likely to reflect bias in participation from participating and 
nonparticipating schools. Frame characteristics for public schools were obtained from the 2000-01 
Common Core of Data (CCD). For private schools, the characteristics were derived from the 2000-01 
Private School Survey (PSS). The selected variables include school control, community type, National 
Assessment of Educational Progress (NAEP) region, poverty level, number of age-eligible students 
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enrolled, total number of students, and percentage of students by race/ethnicity categories.1 The 
percentage of students eligible for the free or reduced-price lunch under the National School Lunch 
Program, available only for public schools, also was included. 
 
Methodology 

Two forms of analysis were undertaken: 
 

 A test of the independence of each school and student characteristic and participation status, 
and 

 A logistic regression in which the conditional independence of these school and student 
characteristics as predictors of participation was examined. 

Significance tests used with analyses in the first of these categories were based on a Rao-Scott modified 
chi-square statistic in the case of categorical variables and a t test on the differences between means for 
continuous variables. The 95 percent confidence level was used for all tests of significance. All analyses 
were performed using WesVar (Westat 2002), with replicate weights to properly account for the complex 
sample design. Two sets of school weights were used: the school base weights that did not include a 
nonresponse adjustment factor, and nonresponse adjusted school weights. 
 
The statistical analyses at the school level used two types of samples: the original and the final sample. 
The original sample treats all the schools that were replaced as nonparticipants; thus replacement schools 
are not included in this analysis. The final sample analysis includes the replacement schools in the 
participating schools group, and treats the nonparticipating schools that were not replaced as 
nonparticipants. The final sample analysis was repeated using the nonresponse adjusted school weights.  
 
Effects of School Nonresponse 

These analyses showed no statistically significant relationship between response status and the majority 
of school characteristics examined independently. However, three characteristics did show a significant 
relationship to response: NAEP region; percentage of Asian or Pacific Islander students; and percentage 
of Black, non-Hispanic students. Using the logistic regression model, none of the characteristics reached 
statistical significance. For the final sample of schools with school nonresponse adjustments applied to 

                                                      
1 The definitions of the variables are found in section 2, Methodology. 
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the weights, there is no statistically significant relationship between participation and any available school 
characteristic. 
 
Effects of Student Nonresponse 

The basic form of analysis adopted to investigate student nonresponse was similar to that for school 
nonresponse, except that the focus was a comparison of participating students with all eligible sampled 
students in participating schools—6,803 students in all. The school-level variables extracted from the 
sampling frame were school control, community type, NAEP region, poverty level, and number of age-
eligible students enrolled. The student variables were grade level, sex, and mean age. 
 
A test of the independence of each school or student characteristic and student response status was 
performed along with a logistic regression designed to establish the conditional independence of these 
characteristics as predictors of student nonresponse. Two sets of student weights were used: the student 
base weights that did not include a nonresponse adjustment factor, and nonresponse adjusted student 
weights. 
 
The findings suggest a statistically significant relationship between student response status and some of 
the school and student characteristics that were available for analysis. Specifically, school control, 
community type, NAEP region, number of age-eligible students, sex, and average age of students were 
related to response status. None of these differences appeared to be substantial, however. 
 
Session Effects 

Over the past decade or so, national data collection efforts that solicit the voluntary participation of 
schools have faced increasing resistance from school districts and schools. In 2003, about 47 percent of 
the original sample of schools agreed to participate in a spring assessment. However, close to 20 percent 
of refusing schools in the original sample cited time of year as the main problem and, when asked, agreed 
to undertake the assessment in the fall. With the permission of the PISA Consortium, the United States 
conducted additional assessments in the fall, adjusting the age eligibility definition so that all students 
tested in spring and fall 2003 were the same age. The intention was to combine the data from both spring 
and fall assessments if it could be shown that there was no significant between-session bias in the 
achievement results of the spring and fall samples. 
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Since schools, rather than students, opted to be assessed in either the spring or the fall, session effects 
were seen as school-level effects, with the potential to influence the assessment scores of all students 
within a school equally but varying between schools by session. This situation was modeled statistically 
as a two-level hierarchical linear model of the kind often identified as means-as-outcomes regression. In 
this model, the student-level model was fully unconditional with student scores a function of the school 
mean plus a random component. In the school-level model, session, variables of school control, 
community type, NAEP region, number of age-eligible students enrolled, and percentage of minority 
students were used to predict variation in school means. The analyses were based on data from 
274 schools. Significance tests refer to the significance of partial regression coefficients at the 5 percent 
level of confidence. 
 
Since the coefficient for the session variable failed to reach statistical significance, the analyses offered no 
support to the notion of session effect bias. On this basis, fall and spring 2003 PISA data for the United 
States were combined into a single dataset. 
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1. Introduction 

The Program for International Student Assessment (PISA) is a large international comparative study of 
the knowledge, skills, and competencies of 15-year-old students in the domains of reading literacy, 
mathematics literacy, science literacy, and problem solving. The 2003 cycle of the study was carried out 
in some 41 countries, including the United States. To provide valid estimates of student achievement (and 
characteristics), the sample of PISA students was selected to represent the full population of 15-year-old 
students in each country. For PISA 2003, the international desired population in each country consisted of 
15-year-olds attending educational institutions, both publicly and privately controlled, located within the 
country, in grades 7 and higher.  

 
The U.S. PISA study, supported by the National Center for Education Statistics (NCES), utilized a two-
stage stratified cluster sampling design. The first stage made use of a systematic probability-
proportionate-to-size technique to select schools where size is the estimated age-eligible enrollment of the 
school. Though efforts were made to secure the participation of all schools selected in the first stage, it 
was anticipated that not all schools would choose to participate. Therefore, as each school was selected in 
the sample, the two neighboring schools in the sampling frame (immediately preceding and following it) 
were designated as replacement schools. If the sampled school refused to participate, the first replacement 
was then contacted. If that school also refused to participate, the second school was then contacted. 

 
Within schools, a sample of 35 students was to be selected in an equal probability sample, unless fewer 
than 35 students aged 15 were available (in which case all students were selected). International standards 
required that students be sampled based on an age definition of 15 years and 3 months to 16 years and 
2 months at the beginning of the testing period. The U.S. PISA sample consisted of 382 eligible schools1 
having at least one 15-year-old student. Detailed information on technical aspects of the study is included 
in appendix A. 

 
The PISA data collection was fielded in April, May, and June 2003. In the United States, for a variety of 
reasons reported by school administrators (such as increased testing requirements at the national, state, 
and local levels; concerns about timing of the PISA assessment; and loss of learning time), many schools 
in the original sample declined to participate. As it was clear that the U.S. effort would not meet the 
minimum response rate standards required by NCES or the intermediate response rate zone required by 
the international standards (see appendix A for more details), a second testing window was opened from 
                                                      
1 Of the 420 original schools selected for the sample, there were 38 ineligible or closed schools. 
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September to November 2003 with the agreement of the PISA Consortium in order to improve response 
rates and better accommodate school schedules. For the fall data collection, the school sample included 
only original schools from the sample that had refused to participate in the spring but indicated a 
willingness to participate in a fall assessment. Replacement schools were not included in the fall sample 
because their participation would have had little effect on raising the final response rate. In order to 
achieve a comparable sample of students in spring and fall, the age definition for students tested in the fall 
was adjusted such that all students tested were the same age. That is, in the spring sample 15-year-olds 
were defined as those born in the 1987 calendar year. In the case of the fall sample this age span was 
adjusted such that students born between June 1987 and May 1988 were defined as eligible. 
 
Of the 420 schools sampled, 382 were determined to be eligible, and of these, 249 participated in either 
spring or fall 2003. For the purposes of calculating response rates, international guidelines stipulated that 
schools with less than 50 percent of students participating were considered not participating and their 
students were excluded from the student response rates. This resulted in 249 participating schools and an 
initial (before replacement) unweighted response rate of 65 percent (also 65 percent weighted). After 
recruitment of 13 replacement schools for a total of 262 participating schools (after replacement), the 
unweighted response rate increased to 69 percent (68 percent weighted). 
 
Of the 9 initial schools with less than 50 percent of students participating, if the student response rates 
were at least 25 percent, these schools and students were included in the PISA 2003 database and the 
schools treated as participants in this report. Schools with student response rates below 25 percent were 
not used in any type of analysis nor are the data for these students or schools available in the PISA 2003 
database, and the schools were treated as not participating in this report. The analysis of school 
nonresponse was thus based on 258 participating original and 274 final schools, respectively.2 The school 
participation rates for this report are summarized in table 1-1. See appendix A and table A-1 for details on 
the U.S. PISA school participation rates. 
 

                                                      
2 Three replacement schools with low response rates were also included in the final count of 274 schools used in this analysis. 
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Table 1-1. Selected characteristics for the nonresponse bias analysis of the U.S. PISA final school 
sample: 2003 

 

Schools 
in 
original 
sample 

Eligible 
schools 

in sample 

Number of 
participating 

schools 
before 

replacement 

Number of 
participating 
schools after 
replacement

Unweighted 
school 

participation 
rate before 

replacement 
(percent)

Weighted 
school 

participation 
rate before 

replacement 
(percent)

Unweighted 
school 

participation 
rate after 

replacement 
(percent) 

Weighted
school 

participation 
rate after 

replacement 
(percent)

420 382 258 274 67.5 67.4 71.7 71.4
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
With respect to student response, a total of 7,598 students were sampled for the assessment. Of these 
students, 261 were deemed ineligible because of their enrolled grades, birthdays, or other reasons and 
534 students were excluded because of limited proficiency in English or functional or intellectual 
disabilities. They were all excluded from the response rates and this report. An additional 
301 students (114 participating) came from schools with 25 to 49 percent student participation. They 
were excluded from the response rates as stipulated by international guidelines but included in this 
report, since their data are available in the PISA 2003 database. This resulted in a total of 

5,456 participants of the 6,803 eligible students in this analysis for an unweighted student response rate of 
80 percent (81 percent weighted). See appendix A and table A-2 for details on the U.S. PISA student 
participation rates. 
 
NCES standards for assessment surveys stipulate that a nonresponse bias analysis is required at any stage 
of data collection reporting a weighted unit response rate less than 85 percent. Since the U.S. PISA 
weighted school and student response rates are below 85 percent, NCES requires an investigation into the 
potential magnitude of nonresponse bias at the school and student levels in the U.S. sample, which are the 
focus of this report. NCES also requested an investigation into the potential for bias that may have been 
introduced by the need to conduct the assessments in two sessions, one in the spring and the other in the 
fall. 
 
This report is structured around these issues. Chapter 2 addresses the question of nonresponse bias among 
schools, chapter 3 focuses on the effects of student nonresponse, and chapter 4 investigates session 
effects. The methodology used to investigate nonresponse bias at each stage is included in each chapter. 
Conclusions follow in chapter 5. Item-level nonresponse is not discussed in this report, as none of the key 
variables in the U.S. survey (sex, socioeconomic status, and race/ethnicity) had response rates lower than 
the NCES standard of 85 percent. 



 

2. School Nonresponse Bias 

Methodology 

To measure the potential nonresponse bias at the school level, the characteristics of participating schools 
were compared to those of the total eligible sample of schools. The alternative of comparing participants 
to nonparticipants through the use of the same tests of significance makes it more difficult to judge the 
potential for bias. The present analysis is similar to other National Center for Education Statistics (NCES) 
nonresponse bias studies on the 2005 National Assessment of Educational Progress (NAEP) (Kali and 
Rust 2005) and the 2001 Program for International Reading Literacy Study (PIRLS) (Piesse and Rust 
2003). 
 
The analysis for each grade was conducted in three parts: 
 

 First, the distribution of the participating original school sample was compared with that of 
the total eligible original school sample. The original sample is the sample before 
substitution. In each sample, schools were weighted by their school base weights, excluding 
any nonresponse adjustment factor. The base weight for each original school was the 
reciprocal of its selection probability. 

 Second, the distribution of the participating sample, which includes the participating 
replacements that were used as substitutes for schools from the original sample that did not 
participate, was compared to the total eligible final sample. The final sample is the sample 
after substitution. Again, school base weights were used for both the eligible sample and the 
participating schools. The base weight for each replacement school was set to the base 
weight of the original school that it replaced. 

 Third, the same sets of schools were compared as in the second analysis but, this time, when 
analyzing the participating schools alone, school nonresponse adjustments were applied to 
the weights. The international weighting procedures formed nonresponse adjustment classes 
by cross-classifying the explicit and implicit stratification variables. 

The first analysis indicates the potential for nonresponse bias that was introduced through school 
nonresponse. The second analysis suggests the remaining potential for nonresponse bias after the 
mitigating effects of substitution have been accounted for. The third analysis indicates the potential for 
bias after accounting for the mitigating effects of both substitution and nonresponse weight adjustments. 
Both the second and third analyses, however, may provide an overly optimistic scenario, resulting from 
the fact that substitution and nonresponse adjustments may correct somewhat for deficiencies in the 
characteristics examined here, but there is no guarantee that they are equally as effective for other 
characteristics and, in particular, for student achievement. 
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To compare Program for International Student Assessment (PISA) participants and the total eligible 
sample, the sample of schools was matched to the sample frame to compare as many characteristics as 
possible that might provide information about the presence of nonresponse bias. Comparing frame 
characteristics for participants and the total eligible sample is not an ideal measure of nonresponse bias if 
the characteristics are unrelated or weakly related to more substantive items in the survey; however, it 
often is the only approach available. While the school-level characteristics used in these analyses are 
limited to those available in the sampling frame, each of the variables has a demonstrated relationship to 
the achievement level of the school. Most, if not all, can be seen as indicators of school disadvantage with 
an established relationship to achievement (OECD 2004, pp. 255-268). 
 
Frame characteristics for public schools were from the 2000-01 Common Core of Data (CCD) and, for 
private schools, from the 2000-01 Private School Survey (PSS). 
 
The following categorical variables were available for all schools: 
 

 School control—indicates whether the school is under public control (operated by publicly 
elected or appointed officials) or private control (operated by privately elected or appointed 
officials and derives its major source of funds from private sources); 

 Community type—the location of a school relative to populous areas (i.e., central city, urban 
fringe/large town, rural/small town); 

 NAEP region (see appendix A for state listing); and 

 Poverty level2—for public schools, a high poverty school is defined as one in which 
50 percent or more of the students are eligible for participation in the National School Lunch 
Program (NSLP), and a low poverty school is defined as one in which less than 50 percent 
are eligible; all private schools are treated as low poverty schools. 

The following continuous variables were available for all schools: 
 

 Number of grade 4 or grade 8 eligible students enrolled; 

 Total number of students; 

 Percentage White, non-Hispanic students enrolled in the school; 

 Percentage Black, non-Hispanic students enrolled in the school; 

 Percentage Hispanic students enrolled in the school; 

                                                      
2 The sample frame did not contain a direct measure of poverty. 
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 Percentage Asian or Pacific Islander students enrolled in the school; and 

 Percentage American Indian or Alaska Native students enrolled in the school. 

An additional continuous variable, the percentage of students eligible to participate in the National School 
Lunch Program (NSLP), was available only for public schools. 
 
For categorical variables, the distribution of frame characteristics for participants was compared with the 
distribution for all eligible schools. The hypothesis of independence between the characteristic and 
participation status was tested using a Rao-Scott modified Chi-square statistic at the 5 percent level (Rao 
and Thomas 2003). For continuous variables, summary means were calculated and the difference between 
means was tested using a t test. The p-values for the tests are presented in the tables. The statistical 
significance of differences between participants and the total eligible sample is identical to that which 
would result from comparing participants and nonparticipants, since all significance tests account for the 
fact that the participants are a subset of the full sample. The bias and relative bias are also shown in each 
table. The bias is the difference between the respective estimates for the participants and the eligible 
sample. The relative bias is calculated as the bias divided by the estimate from the eligible sample. The 
relative bias is a measure of the size of the bias compared to the eligible sample estimate. 
 
In addition to these tests, logistic regression models were used to provide a multivariate analysis in which 
the conditional independence of these school characteristics as predictors of participation was examined. 
It may be that only one or two variables are actually related to participation status. However, if these 
variables are also related to the other variables examined in the analyses, then other variables, which are 
not related to participation status, will appear as significant in simple bivariate tables. Dummy variables 
were created for each component of the categorical variables so that each component was included 
separately. The last component of each categorical variable is used as the reference category and is not 
included in the model explicitly. The p-value of a dummy variable indicates whether there is a significant 
difference at the 5 percent level from the effect of the (omitted) reference category. All the frame 
characteristics were included in the model. 
 
The logistic regression was performed using WesVar (Westat 2002) and replicate weights to properly 
account for the complex sample design. The Balanced Repeated Replication (BRR)—the Fay method of 
BRR was used to create the replicate weights (Brick, Morganstein, and Valliant 2000). 
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Original Respondent Sample 

This section presents the results of the nonresponse bias analysis based exclusively on the original sample 
of 382 eligible U.S. schools for PISA. The distribution of the participating original school sample was 
compared with that of the total eligible original school sample using base weights in each case. The 
unweighted response rate was 68 percent, with 258 out of 382 eligible schools participating. The 
weighted response rate was 67 percent. 
 
Categorical Variables 

The distribution of participating and eligible schools in the PISA original sample by the four 
characteristics is shown in table 2-1. Based on these analyses, the chi-square statistic for NAEP region 
suggests that there is evidence of a relationship with participating in the assessment. There are no 
statistically significant relationships between participation status and any of the other characteristics 
shown in table 2-1. 
 
Table 2-1. Percentage distribution of eligible and participating schools in the U.S. PISA original 

sample, by selected categorical variables: 2003 
 
  Sample schools       

School characteristic 

Eligible 
(percent) 
(N=382)

Participating 
(percent) 
(N=258) Bias

Relative 
bias 

Chi-
square 

p-value
School control  0.198

Public 93.96 92.89 -1.07 -0.011 
Private 6.04 7.11 1.07 0.177 

Community type  0.442
Central city 30.97 30.39 -0.58 -0.019 
Urban fringe/large town 39.15 37.89 -1.26 -0.032 
Rural/small town 29.88 31.72 1.84 0.062 

NAEP region  0.003
Northeast 20.26 20.48 0.22 0.011 
Southeast 24.07 29.07 5.00 0.208 
Central 23.11 19.77 -3.34 -0.145 
West 32.56 30.68 -1.88 -0.058 

Poverty level  0.585
High 11.15 11.75 0.60 0.054 
Low 88.85 88.25 -0.60 -0.007  

NOTE: Detail may not sum to totals because of rounding. National Assessment of Educational Progress (NAEP) region is the state-based region 
of the country (see appendix for state listing.) For public schools, a high poverty school is defined as one in which 50 percent or more of the 
students are eligible for participation in the National School Lunch Program (NSLP); all private schools are treated as low poverty schools. 
Eligible schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated 
as the bias divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a 
nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Continuous Variables 

Summary means for each continuous variable for participating and eligible schools are shown in 
tables 2-2 through 2-4. Two schools had a missing value for the total school enrollment and 50 out of the 
357 public schools had a missing value for the free or reduced-price lunch variable; these schools were 
excluded from the analysis.  
 
There were no statistically significant differences between participating and eligible schools as shown in 
tables 2-2 through 2-4. However, this must be interpreted with caution for the free or reduced-price lunch 
variable because it is missing for 50 schools. 
 
Table 2-2. Mean enrollment of eligible and participating schools in the U.S. PISA original sample: 

2003 
 
 Sample schools    

Student enrollment 
Eligible 
(mean)

Participating 
(mean) Bias

Relative 
bias 

t test
p-value

Total school 1,399.171 1,372.132 -27.04 -0.019 0.388
Age-eligible 362.363 356.394 -5.97 -0.016 0.509

1 N = 380 
2 N = 256 
3 N = 382 
4 N = 258 
NOTE: Information on total school enrollment is missing for two participating schools of the 382 eligible schools in the sample. Eligible schools 
have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias 
divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a nonresponse 
adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 
Table 2-3. Mean percentage of students in eligible and participating schools in the U.S. PISA original 

sample, by race/ethnicity: 2003 
 
  Sample schools       

Race/ethnicity 

Eligible 
(percent) 

(N = 382)

Participating 
(percent) 

(N = 258) Bias
Relative 

bias 
t test

p-value
White, non-Hispanic 62.51 61.14 -1.37 -0.022 0.191
Black, non-Hispanic 15.38 16.83 1.45 0.094 0.111
Hispanic 14.56 14.42 -0.14 -0.010 0.858
Asian or Pacific Islander 4.40 3.82 -0.58 -0.132 0.099
American Indian or Alaska Native 0.94 0.99 0.05 0.053 0.723

NOTE: Black includes African American, and Hispanic includes Latino. Racial categories exclude Hispanic origin. Eligible schools have at least 
one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias divided by the 
estimate from the eligible sample. Schools were weighted by their school base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Table 2-4. Mean percentage of students eligible for free or reduced-price lunch, in eligible and 

participating public schools in the U.S. PISA original sample: 2003 
 

 Sample schools    

Students 

Eligible 
(percent) 
(N=307)

Participating 
(percent) 
(N=205) Bias

Relative 
bias 

t test
p-value

Percentage of students eligible for 
free or reduced-price lunch  26.56 28.01 1.45 0.055! 0.084!

! Interpret data with caution. 
NOTE: Information on percentage of students eligible for free or reduced-price lunch is missing for 50 of the 357 public schools in the sample. 
Eligible schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated 
as the bias divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a 
nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
Logistic Regression Model 

To examine the joint relationship of various characteristics to school nonresponse, the analysis utilized a 
logistic regression model with participation status as the binary dependent variable and frame 
characteristics as predictor variables. Public and private schools were modeled together using the 
variables available for all schools. Two schools were excluded from the analysis due to missing 
information for total school enrollment. 
 
Standard errors and tests of hypotheses for the full model parameter estimates are presented in table 2-5. 
None of the parameter estimates are significant, which indicates that there are no significant relationships 
with participation status. 
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Table 2-5. Logistic regression model parameters using the U.S. PISA original school sample: 2003 
 

Parameter 
Parameter 

estimate
Standard 

error
t test for H0:  

parameter = 0 p-value
Intercept 1.23 1.159 1.059 0.293
Private school 0.92 0.685 1.343 0.183
Central city -0.17 0.268 -0.638 0.525
Rural/small town 0.24 0.300 0.812 0.419
Northeast 0.13 0.364 0.351 0.727
Southeast 0.61 0.462 1.330 0.187
Central -0.36 0.348 -1.032 0.305
High poverty 0.03 0.451 0.070 0.945
Total school enrollment # 0.001 -0.441 0.660
Age-eligible enrollment # 0.002 0.485 0.629
White, non-Hispanic -0.01 0.012 -0.615 0.540
Black, non-Hispanic 0.00 0.013 0.063 0.950
Hispanic 0.00 0.013 -0.331 0.741
Asian or Pacific Islander -0.02 0.019 -1.147 0.255
American Indian or Alaska Native 0.01 0.022 0.276 0.783

# Rounds to zero. 
NOTE: Two of the 382 eligible schools in the sample were excluded due to missing information for total school enrollment. NAEP region is the 
state-based region of the country (see appendix for state listing.) For public schools, a high poverty school is defined as one in which 50 percent 
or more of the students are eligible for participation in the National School Lunch Program (NSLP); all private schools are treated as low poverty 
schools. Black includes African American, and Hispanic includes Latino. Racial categories exclude Hispanic origin. Schools were weighted by 
their school base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 

Respondent Sample with Replacements (Final Sample) 

This section presents the nonresponse bias analysis based on the final sample of 382 eligible schools for 
PISA. The distribution of the participating sample, including participating replacements, was compared to 
the total eligible final sample. School base weights were used for both the eligible sample and the 
participating schools. Through the use of replacements, the unweighted school response rate for PISA was 
72 percent, with 274 out of 382 schools participating. The weighted response rate was 71 percent. 

 
Categorical Variables 

The distribution of participating and eligible schools by the four characteristics is shown in table 2-6. 
 
Based on these analyses, the chi-square statistic for NAEP region suggests that there is evidence of a 
relationship with participating in the assessment. NAEP region was also significant in the original sample 
(table 2-1). While the use of replacement schools substantially reduced the bias in the Southeast (5.00 vs. 
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3.75) and Central (-3.34 vs. -1.50) regions, the bias increased in the Northeast (0.22 vs. 0.96) and West (-
1.88 vs. -3.21). Thus, while there is certainly no evidence that the use of replacement schools reduced the 
potential for bias as indicated by this variable, it has also not substantially added to it. There are no 
statistically significant relationships between participation status and any of the other characteristics 
shown in table 2-6. 
 
Table 2-6.  Percentage distribution of eligible and participating schools in the U.S. PISA final sample, 

by selected categorical variables: 2003 
 
  Sample schools       

School characteristic 

Eligible 
(percent) 
(N=382)

Participating 
(percent) 
(N=274) Bias

Relative 
bias 

Chi-
square 

p-value
School control  0.226

Public 93.96 93.04 -0.92 -0.010 
Private 6.04 6.96 0.92 0.152 

Community type  0.097
Central city 30.97 29.83 -1.14 -0.037 
Urban fringe/large town 39.15 37.66 -1.49 -0.038 
Rural/small town 29.88 32.51 2.63 0.088 

NAEP region    0.011
Northeast 20.26 21.22 0.96 0.047 
Southeast 24.07 27.82 3.75 0.156 
Central 23.11 21.61 -1.50 -0.065 
West 32.56 29.35 -3.21 -0.099 

Poverty level    0.872
High 11.69 11.85 0.16 0.014 
Low 88.31 88.15 -0.16 -0.002  

NOTE: Detail may not sum to totals because of rounding. National Assessment of Educational Progress (NAEP) region is the state-based region 
of the country (see appendix for state listing.) For public schools, a high poverty school is defined as one in which 50 percent or more of the 
students are eligible for participation in the National School Lunch Program (NSLP); all private schools are treated as low poverty schools. 
Eligible schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated 
as the bias divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a 
nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Continuous Variables 

Summary means for each continuous variable for participating and eligible schools are shown in 
tables 2-7 through 2-9. Two schools had a missing value for the total school enrollment, and 51 out of the 
357 public schools had a missing value for the free or reduced-price lunch variable; these schools were 
excluded from the analysis. 
 
Table 2-7.  Mean enrollment of eligible and participating schools in the U.S. PISA final sample: 2003 
 
  Sample schools       

Student enrollment 
Eligible 
(mean)

Participating 
(mean) Bias

Relative 
bias 

t test
p-value

Total school 1,398.551 1,362.412 -36.14 -0.026 0.205
Age-eligible 362.593 354.194 -8.40 -0.023 0.304

1 N=380 
2 N=272 
3 N=382 
4 N=274 
NOTE: Information on total school enrollment is missing for two participating schools of the 382 eligible schools in the sample. Eligible schools 
have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias 
divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a nonresponse 
adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 
Table 2-8.  Mean percentage of students in eligible and participating schools in the U.S. PISA final 

sample, by race/ethnicity: 2003 
 
  Sample schools       

Race/ethnicity 

Eligible 
(percent) 
(N=382)

Participating 
(percent) 
(N=274) Bias

Relative 
bias 

t test
p-value

White, non-Hispanic 62.39 61.64 -0.75 -0.012 0.412
Black, non-Hispanic 15.51 17.10 1.59 0.103 0.030
Hispanic 14.55 13.91 -0.64 -0.044 0.397
Asian or Pacific Islander 4.40 3.74 -0.66 -0.150 0.050
American Indian or Alaska Native 0.94 0.98 0.04 0.043 0.812

NOTE: Black includes African American, and Hispanic includes Latino. Racial categories exclude Hispanic origin. Eligible schools have at least 
one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias divided by the 
estimate from the eligible sample. Schools were weighted by their school base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Table 2-9.  Mean percentage of students eligible for free or reduced-price lunch, in eligible and 
participating public schools in the U.S. PISA final sample: 2003 

 
  Sample schools       

Students 

Eligible 
(percent) 
(N=306)

Participating 
(percent) 
(N=217) Bias

Relative 
bias 

t test
p-value

Percentage of students eligible for 
free or reduced-price lunch 26.84 28.06 1.22 0.045! 0.104!

! Interpret data with caution. 
NOTE: Information on percentage of students eligible for free or reduced-price lunch is missing for 51 of the 357 public schools in the sample. 
Eligible schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated 
as the bias divided by the estimate from the eligible sample. Schools were weighted by their school base weights that did not include a 
nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
There were no statistically significant enrollment differences between participating and eligible schools 
(table 2-7). Participating schools had a higher mean percentage of Black, non-Hispanic students (17.1 vs. 
15.5 percent, respectively; table 2-8) and lower of Asian or Pacific Islander students (3.7 vs. 4.4 percent, 
respectively; table 2-8) than the eligible sample. The difference in the percentage of students who are 
Black or Asian or Pacific Islander was small in absolute bias but substantial in relative bias. Therefore, 
there is some potential for bias existing from the use of replacement schools since it did not exist when 
looking only at the original sample schools (table 2-3). Thus, while there is certainly no evidence that the 
use of replacement schools reduced the potential for bias as indicated by this variable, it has also not 
substantially added to it as the change in relative bias is less than 1 percent (0.094 vs. 0.103) and 2 
percent (0.132 vs. 0.150) for Blacks and Asian or Pacific Islander, respectively. The differences in the 
mean percentage of students of the other races and ethnicities (White, Hispanic, and American Indian or 
Alaska Native) were not statistically significant between the participating and eligible schools (table 2-8). 
There was no statistically significant difference between participating and eligible schools for percentage 
of students eligible for free or reduced-price lunch (table 2-9). However, this must be interpreted with 
caution for the free or reduced-price lunch variable because it is missing for 51 schools. 
 
Logistic Regression Model 

To examine the joint relationship of various characteristics to school nonresponse, the analysis utilized a 
logistic regression model with participation status as the binary dependent variable and frame 
characteristics as predictor variables. Two schools were excluded from the analysis due to missing 
information for total school enrollment.  
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Standard errors and tests of hypotheses for the full model parameter estimates are presented in table 2-10. 
None of the parameter estimates are significant, which indicates that there are no significant relationships 
with participation status. 
 
Table 2-10.  Logistic regression model parameters using the U.S. PISA final school sample: 2003 
 

Parameter 
Parameter 

estimate
Standard 

error
t test for H0:  

parameter = 0 p-value
Intercept 1.28 1.132 1.130 0.262
Private school 1.02 0.767 1.333 0.186
Central city -0.24 0.282 -0.861 0.392
Rural/small town 0.46 0.272 1.708 0.091
Northeast 0.36 0.363 1.001 0.320
Southeast 0.46 0.475 0.977 0.331
Central -0.12 0.376 -0.316 0.752
High poverty -0.15 0.496 -0.296 0.768
Total school enrollment # 0.001 -0.426 0.671
Age-eligible enrollment # 0.002 0.524 0.602
White, non-Hispanic -0.01 0.012 -0.688 0.494
Black, non-Hispanic 0.01 0.013 0.479 0.633
Hispanic -0.01 0.013 -0.384 0.702
Asian or Pacific Islander -0.03 0.019 -1.311 0.194
American Indian or Alaska Native 0.01 0.023 0.240 0.811
# Rounds to zero. 
NOTE: Two of the 382 eligible schools in the sample were excluded due to missing information for total school enrollment. National Assessment 
of Educational Progress (NAEP) region is the state-based region of the country (see appendix for state listing.) For public schools, a high poverty 
school is defined as one in which 50 percent or more of the students are eligible for participation in the National School Lunch Program (NSLP); 
all private schools are treated as low poverty schools. Black includes African American, and Hispanic includes Latino. Racial categories exclude 
Hispanic origin. Schools were weighted by their school base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 

Final Sample, With Nonresponse Adjustments Applied 

This section presents the nonresponse bias analysis based on the final sample of 382 schools for PISA. 
These are the same sets of schools that were compared as in the previous analysis, but this time when 
analyzing the participating schools, school nonresponse adjustments were applied to the weights. 
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Categorical Variables 

The distribution of participating and eligible schools by the four characteristics is shown in table 2-11. 
There are no statistically significant relationships between participation status and any of the 
characteristics, shown in table 2-11. 
 
Table 2-11.  Percentage distribution of eligible and participating schools in the U.S. PISA final sample 

after nonresponse adjustment, by selected categorical variables: 2003 
 
  Sample schools       

School characteristic 

Eligible 
(percent) 
(N=382)

Participating 
(percent) 
(N=274) Bias

Relative 
bias 

Chi-
square 

p-value
School control  0.162

Public 93.96 93.95 -0.01 0.000  
Private 6.04 6.05 0.01 0.002 

Community type  0.453
Central city 30.97 31.86 0.89 0.029  
Urban fringe/large town 39.15 38.27 -0.88 -0.022 
Rural/small town 29.88 29.87 -0.01 0.000 

NAEP region    0.178
Northeast 20.26 21.30 1.04 0.051  
Southeast 24.07 23.64 -0.43 -0.018  
Central 23.11 22.70 -0.41 -0.018  
West 32.56 32.36 -0.20 -0.006  

Poverty level    0.675
High 11.69 12.11 0.42 0.036  
Low 88.31 87.89 -0.42 -0.005   

NOTE: Detail may not sum to totals because of rounding. For public schools, a high poverty school is defined as one in which 50 percent or more 
of the students are eligible for participation in the National School Lunch Program (NSLP); all private schools are treated as low poverty schools. 
National Assessment of Educational Progress (NAEP) region is the state-based region of the country (see appendix for state listing.) Eligible 
schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the 
bias divided by the estimate from the eligible sample. Schools were weighted by their school nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Continuous Variables 

Summary means for each continuous variable for participating and eligible schools are shown in 
tables 2-12 through 2-14. Two schools had a missing value for the total school enrollment, and 51 out of 
the 357 public schools had a missing value for the free or reduced-price lunch variable; these schools 
were excluded from the analysis.  
 
Based on the analyses shown in tables 2-12 through 2-14, there were no statistically significant 
differences between participating and eligible schools. However, this must be interpreted with caution for 
the free or and reduced-price lunch variable because it is missing for 51 schools. 
 
Table 2-12.  Mean enrollment of eligible and participating schools in the U.S. PISA final sample after 

nonresponse adjustment: 2003 
 

  Sample schools       

Student enrollment 
Eligible 
(mean)

Participating 
(mean) Bias

Relative 
bias 

t test
p-value

Total school 1,398.551 1,395.512 -3.04 -0.002 0.904
Age-eligible 362.593 364.854 2.26 0.006 0.749

1 N=380 
2 N=272 
3 N=382 
4 N=274 
NOTE: Information on total school enrollment is missing for two participating schools of the 382 eligible schools in the sample. Eligible schools 
have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias 
divided by the estimate from the eligible sample. Schools were weighted by their school nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
Table 2-13.  Mean percentage of students in eligible and participating schools in the U.S. PISA final 

sample after nonresponse adjustment, by race/ethnicity: 2003 
 
  Sample schools       

Race/ethnicity 

Eligible 
(percent) 
(N=382)

Participating 
(percent) 
(N=274) Bias

Relative 
bias 

t test
p-value

White, non-Hispanic 62.39 61.31 -1.08 -0.017 0.263
Black, non-Hispanic 15.51 16.75 1.24 0.080 0.101
Hispanic 14.55 14.69 0.14 0.010 0.833
Asian or Pacific Islander 4.40 3.97 -0.43 -0.098 0.228
American Indian or Alaska Native 0.94 1.06 0.12 0.128 0.545

NOTE: Black includes African American, and Hispanic includes Latino. Racial categories exclude Hispanic origin. Eligible schools have at least 
one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated as the bias divided by the 
estimate from the eligible sample. Schools were weighted by their school nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Table 2-14.  Mean percentage of students eligible for free or reduced-price lunch, in eligible and 
participating public schools in the U.S. PISA final sample after nonresponse adjustment: 
2003 

 
  Sample schools       

Students 

Eligible 
(percent) 

(N = 306)

Participating 
(percent) 

(N = 217) Bias
Relative 

bias 
t test

p-value
Percentage of students eligible for 

free or reduced-price lunch 26.84 27.80 0.96 0.036 0.183
NOTE: Information on percentage of students eligible for free or reduced-price lunch is missing for 51 of the 357 public schools in the sample. 
Eligible schools have at least one 15-year-old student. Participating schools agreed to have their students assessed. The relative bias is calculated 
as the bias divided by the estimate from the eligible sample. Schools were weighted by their school nonresponse adjusted weights.  
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
Logistic Regression Model  

The analysis of the final sample of original and replacement schools utilized two logistic regression 
models both with participation status as the binary dependent variable. The first model had frame 
characteristics (as in table 2-10) plus school nonresponse adjustment class as predictor variables to 
examine the relationship of the school nonresponse class to school participation. The second model only 
had school nonresponse adjustment class as a predictor variable. In general, nonresponse adjustment 
classes are formed based on characteristics related to response rates or to values of survey estimates 
where respondents and nonrespondents are similar within each class. The nonresponse adjustment is 
applied within each of these classes. The international weighting procedures formed nonresponse 
adjustment classes by cross-classifying the explicit and implicit stratification variables. This resulted in 39 
classes after collapsing. For the first model, an F test was used to determine whether the frame 
characteristics, in aggregate, were significantly related to response, once the nonresponse adjustment 
classes were taken into account. The F test statistic is 0.99 with a p-value of 0.448, which indicates no 
significant relationship with participation. The second model used an F test to determine whether the 
nonresponse adjustment class variable was significantly related to school response. The F test statistic is 
7.45 with a p-value of less than 0.001, which indicates a significant relationship with school participation. 
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Summary 

The investigation into nonresponse bias at the school level for the U.S. PISA effort shows no statistically 
significant relationship between response status and the majority of the available school characteristics 
that were examined in the analysis. 
 
For original sample schools, only NAEP region was found to be significantly different between the 
participating schools and the total eligible sample of schools when looking at the test for independence. 
However, the regression analysis does not show any variables to be significant predictors of participation. 
 
For final sample schools, NAEP region was again found to be significantly different between the 
participating schools and the total eligible sample of schools when looking at the test for independence. 
Additionally, there was a difference found in the percentage of Black, non-Hispanic and Asian or Pacific 
Islander students. Again however, the regression analysis does not show any variables to be significant 
predictors of school participation. 
 
For the final sample of schools with school nonresponse adjustments applied to the weights, there is no 
statistically significant relationship between participation and any available school characteristic in the 
bivariate analyses. School nonresponse adjustment class was a significant predictor of school 
participation in the logistic regression. The school nonresponse adjustments were effective in reducing the 
bias in the characteristics studied. 
 
 



 

3. Student Nonresponse Bias 

This section presents the results of the student nonresponse bias analysis based exclusively 
on the sample of 6,803 eligible U.S. students for the Program for International Student Assessment 
(PISA). The distribution of the participating student sample was compared with that of the total eligible 
student sample using student base weights in each case. The unweighted response rate was 80 percent, 
with 5,456 out of 6,803 eligible students participating. The weighted response rate was 81 percent. See 
table A-2 for details on the PISA student participation rates.  

 
Methodology 

To measure the potential nonresponse bias at the student level, as was the case at the school level, the 
characteristics of participating students were compared to those of the total eligible sample of students. 
The alternative of comparing participants to nonparticipants, while resulting in the same tests of 
significance, makes it more difficult to judge the potential for bias. This analysis is similar to other 
National Center for Education Statistics (NCES) nonresponse bias studies on the 2005 National 
Assessment of Educational Progress (NAEP) (Kali and Rust 2005).  
 
The analysis was conducted in two parts:  
 

 First, the distribution of the participating student sample was compared with that of the total 
eligible student sample. Students were weighted by their student base weights that did not 
include a nonresponse adjustment factor. The base weight for each student was the 
reciprocal of the student within school selection probability times the final school weight. 

 Second, the same sets of students were compared as in the first analysis, but this time, when 
analyzing the participating students alone, student nonresponse adjustments were applied to 
the weights. The international weighting procedures created nonresponse adjustment classes 
within school by high/low grade combination.3 

The first analysis indicates the potential for nonresponse bias that was introduced through student 
nonresponse. The second analysis indicates the potential for bias after accounting for the mitigating 
effects of nonresponse weight adjustments. The second analyses, however, may provide an overly 
optimistic scenario since nonresponse adjustments may correct somewhat for deficiencies in the few 

                                                      
3 The high/low grade classes in each country were defined so as to each contain a substantial proportion of the PISA population. For the United 
States, the classes were grades 9 and below and grades 10 and above. 
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characteristics examined here but without any guarantee that they are equally as effective for other 
characteristics and, in particular, for student achievement. 
 
This analysis was conducted on two sets of characteristics: school level, from the sampling frame, and 
student level, collected on all students during the assessment. To compare PISA participants and the total 
eligible sample on the school-level characteristics, it was necessary to match the sample of schools back 
to the sample frame to select as many school characteristics as possible that might provide information 
about the presence of nonresponse bias. Comparing frame characteristics for participants and the total 
eligible sample is not an ideal measure of nonresponse bias if the characteristics are unrelated or weakly 
related to more substantive items in the survey; however, this is often the only approach available. With 
three exceptions, the student-level characteristics available for these analyses can be considered as 
contextual influences on student performance. The three exceptions are grade, sex, and age, which are 
individual student characteristics. Achievement differences by grade and sex are well established in the 
literature, and since age and grade are confounded in this sample, one would also expect a relationship 
between age and achievement. 
 
Frame characteristics were from the 2000-01 Common Core of Data (CCD) for public schools, and from 
the 2000-01 Private School Survey (PSS) for private schools. The following school-level variables were 
available for all schools: 
 

 School control—indicates whether the school is under public control (operated by publicly 
elected or appointed officials) or private control (operated by privately elected or appointed 
officials and derives its major source of funds from private sources); 

 Community type—the location of a school relative to populous areas (i.e., central city, urban 
fringe/large town, rural/small town); 

 NAEP region (see appendix for state listing);  

 Poverty level3—for public schools, a high poverty school is defined as one in which 50 
percent or more of the students are eligible for participation in the National School Lunch 
Program (NSLP); all private schools are treated as low poverty schools; and  

 Number of age-eligible students enrolled. 

                                                      
3 The sample frame did not contain a direct measure of poverty. 
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The following student-level characteristics were composed of the limited number that was collected on all 
eligible students at the assessment:  
 

 Grade level—7th through 11th grade with the 7th and 8th grade students collapsed into a 
single cell due to the small number of 7th grade students; 

 Sex; and 

 Average age of student (in months). 

For categorical variables, the distribution of frame characteristics for participants was compared with the 
distribution for all eligible students. The hypothesis of independence between the characteristic and 
participation status was tested using a Rao-Scott modified chi-square statistic at the 5 percent level (Rao 
and Thomas 2003). For continuous variables, summary means were calculated and the difference between 
means was tested using a t test. The p-values for the tests are presented in the tables. School control, 
community type, NAEP region, poverty grade level and sex are categorical variables, and the number of 
age-eligible students enrolled and average age of student are continuous. The statistical significance of 
differences between participants and the total eligible sample is identical to that which would result from 
comparing participants and nonparticipants since all significance tests account for the fact that the 
participants are a subset of the full sample. The bias and relative bias are also given in each table. The 
bias is the difference between the respective estimates for the participants and the eligible sample. The 
relative bias is calculated as the bias divided by the estimate from the eligible sample. The relative bias is 
a measure of the size of the bias compared to the eligible sample estimate. 
 
In addition to these tests, logistic regression models were used to provide a multivariate analysis in which 
the conditional independence of these school or student characteristics as predictors of participation was 
examined. It may be that only one or two variables are actually related to participation status. However, if 
these variables are also related to the other variables examined in the analyses, then other variables, which 
are not related to participation status, will appear as significant in simple bivariate tables. Dummy 
variables were created for each component of the categorical variables so that each component was 
included separately. The last component of each categorical variable is always the reference category and 
is not included in the model explicitly. The p-value of a dummy variable indicates whether there is a 
significant difference at the 5 percent level from the effect of the (omitted) reference category. All the 
characteristics were included in the model. 
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The logistic regression was performed using WesVar (Westat 2002) and replicate weights to properly 
account for the complex sample design. The Balanced Repeated Replication (BRR)—the Fay method of 
BRR—was used to create the replicate weights (Brick, Morganstein, and Valliant 2000). 
 

Student Respondent Sample, With Base Weights 

The distribution of the participating sample was compared to the total eligible sample. Student base 
weights were used for both the eligible sample and the participating students. The unweighted student 
response rate for PISA was 80 percent, with 5,456 out of 6,803 eligible students participating. The 
weighted response rate was 81 percent.  
 
School-level Variables 

The distribution of participating and eligible students by the four characteristics is shown in table 3-1. 
Based on these analyses, the chi-square statistic for school control suggests that there is evidence of a 
relationship with participating in the assessment. Specifically, students in private schools participate at a 
higher level than students in public schools. The chi-square statistic for community type and NAEP region 
also suggests that there is evidence of a relationship with participating in the assessment. There are no 
statistically significant relationships between participation status and poverty level. 
 
The mean number of age-eligible students for participating and eligible students is shown in table 3-2. 
The t test for the mean number of age-eligible students indicates that participating students were in 
schools with fewer age-eligible students than the eligible sample. 
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Table 3-1.  Percentage distribution of eligible and participating students in the U.S. PISA student 
sample, by selected school-level categorical variables: 2003 

 
 Sample students    

School characteristic 

Eligible 
(percent) 

(N=6,803)

Participating 
(percent) 

(N=5,456) Bias
Relative 

bias 
Chi-square 

p-value
School control  <0.000

Public 92.77 91.80 -0.97 -0.010 
Private 7.23 8.20 0.97 0.134 

Community type  0.001
Central city 28.08 26.78 -1.30 -0.046 
Urban fringe/large town 38.74 38.10 -0.64 -0.017 
Rural/small town 33.18 35.12 1.94 0.058 

NAEP region  0.006
Northeast 21.02 20.23 -0.79 -0.038 
Southeast 29.26 31.20 1.94 0.066 
Central 21.78 21.00 -0.78 -0.036 
West 27.94 27.56 -0.38 -0.014 

Poverty level  0.646
High 11.25 11.11 -0.14 -0.012 
Low 88.75 88.89 0.14 0.002 

NOTE: Detail may not sum to totals because of rounding. National Assessment of Educational Progress (NAEP) region is the state-based region 
of the country (see appendix for state listing.) For public schools, a high poverty school is defined as one in which 50 percent or more of the 
students are eligible for participation in the National School Lunch Program (NSLP); all private schools are treated as low poverty schools. 
Eligible students were 15 years old as defined by the Program for International Student Assessment (PISA). Participating students were those 
assessed. The relative bias is calculated as the bias divided by the estimate from the eligible sample. Students were weighted by their student base 
weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
 
Table 3-2.  Mean number of age-eligible students in the U.S. PISA student sample: 2003 
 
 Sample students    

Student enrollment 

Eligible 
(mean) 

(N=6,803)

Participating 
(mean) 

(N=5,456) Bias
Relative 

 bias 
t test

p-value
Age-eligible 329.47 318.01 -11.46 -0.035 <0.000

NOTE: Eligible students were 15 years old as defined by the Program for International Student Assessment (PISA). Participating students were 
those assessed. The relative bias is calculated as the bias divided by the estimate from the eligible sample. Students were weighted by their 
student base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Student-level Variables 

The distribution of participating and eligible students by the two characteristics is shown in table 3-3. 
Eleven students were missing values for grade level, and two students were missing values for sex 
and were not included in the analysis. The chi-square statistic for sex indicates females participate at a 

higher level than males. There are no statistically significant relationships between participation status and 
grade. 
 
The mean age of students (in months) for participating and eligible students is shown in table 3-4. Age 
was missing for one student and was excluded from the analysis. The t test for the mean age of students 
indicates that the average age of participating students was younger than the eligible sample. However, 
the size of the difference was no more than three days. 
 
Table 3-3. Percentage distribution of eligible and participating students in the U.S. PISA student 

sample, by selected student-level categorical variables: 2003 
 
 Sample students    

Student characteristic 
Eligible 

(percent)
Participating 

(percent) Bias
Relative 

 bias 

Chi-
square 

p-value
Grade1,2  0.611

7th and 8th 3.02 3.10 0.08 0.026 
9th 29.83 29.98 0.15 0.005 
10th 60.44 60.44 # # 
11th 6.72 6.48 -0.24 -0.036 

Sex3,4  0.037
Female 49.36 50.02 0.66 0.013 
Male 50.64 49.98 -0.66 -0.013  

# Rounds to zero. 
1 N = 6,792 for eligible 
2 N = 5,454 for participating 
3 N = 6,801 for eligible 
4 N = 5,455 for participating 
NOTE: Information on grade level is missing for 11 of the 6,803 eligible students. Information on sex is missing for two of the 6,803 eligible 
students. Eligible students were 15-years-old as defined by the Program for International Student Assessment (PISA). Participating students were 
those assessed. The relative bias is calculated as the bias divided by the estimate from the eligible sample. Students were weighted by their 
student base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Table 3-4.  Mean age of eligible and participating students in the U.S. PISA student sample: 2003 
 
 Sample students    

Student age (months) 

Eligible 
(mean) 

(N=6,802)

Participating 
(mean) 

(N=5,456) Bias
Relative 

 bias 
t test

p-value
Age  190.05 189.98 -0.07 # 0.007

# Rounds to zero. 
NOTE: Information on age is missing for one of the 6,803 eligible students. Eligible students were 15 years old as defined by the Program for 
International Student Assessment (PISA). Participating students were those assessed. The relative bias is calculated as the bias divided by the 
estimate from the eligible sample. Students were weighted by their student base weights that did not include a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 
Logistic Regression Model 

To examine the joint relationship of various characteristics to student nonresponse, the analysis utilized a 
logistic regression model with participation status as the binary dependent variable and frame 
characteristics as predictor variables. Fourteen students were excluded due to missing information for 
grade, sex, or age. 
 
Standard errors and tests of hypotheses for the full model parameter estimates are presented in table 3-5. 
Private schools, Northeast region, Central region, age-eligible enrollment, female and age are significant 
predictors of student participation of the characteristics examined. The positive parameter estimate for 
private schools indicates that students in private schools were more likely to participate than students in 
public schools. The negative parameter estimates for the Northeast and Central regions indicate that 
students in those regions were less likely to participate than students in the West region. The negative 
parameter estimate for age-eligible enrollment indicates that students in smaller schools were more likely 
to participate than students in larger schools. The negative parameter estimate for age indicates that 
students who participated tend to be younger than the eligible sample.  
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Table 3-5.  Logistic regression model parameters using the U.S. PISA student sample: 2003 
 

Parameter 
Parameter 

estimate
Standard 

error
t test for H0:  

parameter = 0 p-value
Intercept 8.10 2.405 3.367 0.001
Private school 1.04 0.387 2.672 0.009
Central city -0.25 0.164 -1.537 0.128
Rural/small town 0.24 0.160 1.507 0.136
Northeast -0.40 0.196 -2.044 0.044
Southeast 0.28 0.163 1.687 0.096
Central -0.34 0.169 -2.006 0.048
High poverty 0.07 0.186 0.372 0.711
Age-eligible # # -2.997 0.004
Grade 7th and 8th -0.31 0.284 -1.073 0.286
Grade 9th -0.06 0.231 -0.250 0.803
Grade 10th 0.01 0.192 0.052 0.959
Female 0.13 0.063 2.040 0.045
Age (month) -0.03 0.012 -2.736 0.008

# Rounds to zero. 
NOTE: Fourteen of the 6,803 eligible students in the sample were excluded due to missing information for grade, sex or age. National 
Assessment of Educational Progress (NAEP) region is the state-based region of the country (see appendix for state listing.) For public schools, a 
high poverty school is defined as one in which 50 percent or more of the students are eligible for participation in the National School Lunch 
Program (NSLP); all private schools are treated as low poverty schools. Students were weighted by their school base weights that did not include 
a nonresponse adjustment factor. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Respondent Sample, With Nonresponse Adjustments Applied 

This section presents the nonresponse bias analysis based on the final eligible sample of 6,803 students 
for PISA. This is the same sets of students that were compared as in the previous analysis, but this time 
when analyzing the participating students alone, student nonresponse adjustments were applied to the 
weights. 
 
School-level Variables 

The distribution of participating and eligible students by the four characteristics is shown in table 3-6.  
 
Table 3-6.  Percentage distribution of eligible and participating students in the U.S. PISA student 

sample after nonresponse adjustment, by selected school-level categorical variables: 2003 
 
 Sample students    

School characteristic 

Eligible 
(percent) 

(N=6,803)

Participating 
(percent) 

(N=5,456) Bias
Relative 

 bias 

Chi-
square 

p-value
School control  0.176

Public 92.77 93.78 1.01 0.011 
Private 7.23 6.22 -1.01 -0.140 

Community type  0.107
Central city 28.08 29.83 1.75 0.062 
Urban fringe/large town 38.74 39.42 0.68 0.018 
Rural/small town 33.18 30.75 -2.43 -0.073 

NAEP region  0.008
Northeast 21.02 21.21 0.19 0.009 
Southeast 29.26 25.01 -4.25 -0.145 
Central 21.78 22.94 1.16 0.053 
West 27.94 30.85 2.91 0.104 

Poverty level  0.562
High 11.25 11.66 0.41 0.036 
Low 88.75 88.34 -0.41 -0.005  

NOTE: Detail may not sum to totals because of rounding. National Assessment of Educational Progress (NAEP) region is the state-based region 
of the country (see appendix for state listing.) For public schools, a high poverty school is defined as one in which 50 percent or more of the 
students are eligible for participation in the National School Lunch Program; all private schools are treated as low poverty schools. Eligible 
students were 15 years old as defined by the Program for International Student Assessment (PISA). Participating students were those assessed. 
The relative bias is calculated as the bias divided by the estimate from the eligible sample. Students were weighted by their student nonresponse 
adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Based on these analyses, the chi-square statistic for NAEP region suggests that there is evidence of a 
relationship with participating in the assessment. There are no statistically significant relationships 
between participation status and school control, community type or poverty level. The bias on all four 
characteristics changes sign when compared to table 3-1 suggesting that the student nonresponse 
adjustment over-adjusted for these characteristics. 
 
The mean number of age-eligible students for participating and eligible students is shown in table 3-7. 
There is no statistically significant relationship between participation status and the mean number of age-
eligible students. 
 
Table 3-7.  Mean number of age-eligible students in the U.S. PISA student sample after nonresponse 

adjustment: 2003 
 
 Sample students    

Student enrollment 

Eligible 
(mean) 

(N=6,803)

Participating 
(mean) 

(N=5,456) Bias
Relative 

 bias 
t test

p-value
Age-eligible 329.47 338.66 9.19 0.028 0.063

NOTE: Detail may not sum to totals because of rounding. Eligible students were 15 years old as defined by the Program for International Student 
Assessment (PISA). Participating students were those assessed. The relative bias is calculated as the bias divided by the estimate from the eligible 
sample. Students were weighted by their student nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
 
Student-level Variables 

The distribution of participating and eligible students by the two characteristics is shown in table 3-8. 
Eleven students were missing values for grade level, and two students were missing values for sex and 
were not included in the analysis. There are no statistically significant relationships between participation 
status and either of the characteristics shown in table 3-8. 
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Table 3-8. Percentage distribution of eligible and participating students in the U.S. PISA student 
sample after nonresponse adjustment, by selected student-level categorical variables: 2003 

 
 Sample students    

Student characteristic 
Eligible 

(percent)
Participating 

(percent) Bias
Relative 

 bias 
Chi-square 

p-value
Grade1,2  0.587

7th and 8th 3.02 2.68 -0.34 -0.113 
9th 29.83 29.71 -0.12 -0.004 
10th 60.44 60.63 0.19 0.003 
11th 6.72 6.98 0.26 0.039 

Sex3,4  0.565
Female 49.36 49.59 0.23 0.005 
Male 50.64 50.41 -0.23 -0.005 

1 N = 6,792 for eligible 
2 N = 5,454 for participating 
3 N = 6,801 for eligible 
4 N = 5,455 for participating 
NOTE: Information on grade level is missing for 11 of the 6,803 eligible students. Information on sex is missing for 2 of the 6,803 eligible 
students. Eligible students were 15-years-old as defined by the Program for International Student Assessment (PISA). Participating students were 
those assessed. The relative bias is calculated as the bias divided by the estimate from the eligible sample. Students were weighted by their 
student nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
The mean age of students (in months) for participating and eligible students is shown in table 3-9. Age 
was missing for one student and was excluded from the analysis. There is no statistically significant 
relationship between participation status and mean age of students. 
 
Table 3-9.  Mean age of eligible and participating students in the U.S. PISA student sample after 

nonresponse adjustment: 2003 
 
 Sample students    

Student age (months) 

Eligible 
(mean) 

(N=6,802)

Participating 
(mean) 

(N=5,456) Bias
Relative 

 bias 
t test

p-value
Age 190.05 190.00 -0.05 # 0.085

# Rounds to zero. 
NOTE: Information on age is missing for one of the 6,803 eligible students. Eligible students were 15 years old as defined by the Program for 
International Student Assessment (PISA). Participating students were those assessed. The relative bias is calculated as the bias divided by the 
estimate from the eligible sample. Students were weighted by their student nonresponse adjusted weights. 
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Logistic Regression Model 

The analysis of the student sample was intended to include a logistic regression model as was done in the 
school chapter with nonresponse adjustments applied. This is not possible because the number of 
parameters (student nonresponse adjustment classes) exceeds the number of degrees of freedom (80). The 
international weighting procedures created a student nonresponse adjustment class for each high/low 
grade combination within school. This resulted in 316 classes after collapsing. To account for the school 
segment of the nonresponse classes, the school characteristics that were not significant after nonresponse 
adjustments were applied were included in the model. To examine the relationship of the student 
nonresponse class to student participation, the analysis utilized a logistic regression model, with 
participation status as the binary dependent variable and school control, community type, poverty level, 
mean number of age-eligible students, and high/low grade combination as predictor variables. An F test 
was used to determine whether the student characteristics, in aggregate, were significantly related to 
response once the school characteristics were taken into account. The F test statistic is 2.19 with a p-value 
of 0.064, which indicates no significant relationship with participation. 
 

Summary 

The analysis of the PISA student nonresponse bias, using base weights, shows a statistically 
significant relationship between student response status and some of the available school and 
student characteristics. Specifically, school control, NAEP region, number of age-eligible 
students, sex, and the average age of students were found to be significantly different between the 
participating and the total eligible sample of students both in the bivariate analysis and in the 

multivariate logistic regression model. Further, the multivariate logistic regression model showed that 
students in private schools and smaller schools were more likely to participate, students in the Northeast 
and Central NAEP regions were less likely to participate than other students, females were more likely to 
participate than males, and younger students were more likely to participate than other students. 
Additionally, there was a significant difference found in community type in the bivariate analysis.  
 
The bivariate analysis of the PISA student nonresponse bias, using nonresponse adjusted 
weights, showed significant differences between participating and the total eligible sample of 
students in NAEP region only. The application of student nonresponse adjustments in PISA had some 
effect on reducing the bias in the student characteristics and to a lesser degree in the school 
characteristics. None of these differences appear to be substantially large, however. 



 

4. Session Effects 

Background 

Over the past decade or so, national data collection efforts that solicit the voluntary participation of 
schools have faced increasing resistance from school districts and schools. During this period, the 
Program for International Student Assessment (PISA) collected data in years 2000 and 2003 from 
national samples of 15-year-olds. In 2000, about 56 percent of the original sample of schools participated. 
Subsequent contacts with replacement schools raised this figure to 70 percent. In 2003, the response rate 
for the original sample dropped to 47 percent. Replacement schools were even less cooperative, as the 
extra effort entailed in recruiting the original schools meant that replacement schools were approached 
very late in the school year. However, close to 20 percent of refusals in the original sample cited time of 
year as the main problem and, when asked, agreed to undertake the assessment in the fall. 
 
This phenomenon was relatively easy to explain. The past 3 years or so have seen a rapid growth in 
mandatory Federal and state testing as assessments have become the focal point of measures of school 
productivity, with specific sanctions imposed on schools failing to meet the externally established 
productivity levels. As a result, Federal and state assessments now have first call on the finite amount of 
time that schools are willing to make available for such activities in the spring of the year. States, for 
example, assess all students in grades 3 through 8 each year, for the specific purpose of meeting demands 
for increased accountability. In short, in the spring of each year, schools across the nation are focused on 
preparing their students for state assessments that have an important bearing on their future. 
 

A Fall Assessment 

The only viable possibility for achieving acceptable response rates under these conditions, was to conduct 
makeup assessments in the fall for those schools in the original sample who had indicated a willingness to 
participate. The age span defining eligible students for the fall sample was adjusted to ensure that, at the 
time of testing, they fell within the same age range as those students in the spring sample. The intention, 
then, was to combine the data from both spring and fall assessments, if it could be shown that there was 
no significant between-session bias in the achievement results of the fall sample. In the normal course of 
events PISA assesses 15-year-olds and, in 2003, defined 15-year-olds as those born in the 1987 calendar 
year. This definition was applied to the spring sample.  In the case of the fall sample, this age span was 
adjusted such that students born between June 1987 and May 1988 were defined as eligible. 
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Methodology 

Since schools rather than students had opted to be assessed in either the spring or the fall, there was 
variation among schools in this respect but not among students within schools. Thus, session effects were 
seen as school-level effects with the potential to influence the assessment scores of all students within a 
school equally but varying between schools according to whether the school was in the spring or fall 
session. This situation was modeled statistically as a two-level hierarchical linear model of the kind often 
identified as means-as-outcomes regression (Raudenbush and Bryk 2002, p. 24). In such models, the 
student-level model refers to student scores within a school that were seen as “a function of the school 
mean”, plus a random component. In the school-level model, these school means were seen to vary 
between schools as a function of variation in school characteristics, session among them, and a random 
component. To the extent that session was significantly associated with variation in school means after 
adjustment for other (confounding) attributes of schools, a case can be made for bias in the data stemming 
from the fact of spring and fall assessments. Nonsignificant session effects suggest that any bias was 
probably inconsequential and that spring and fall data can be combined and analyzed as a whole. 
 
Accordingly, the student-level model was fully unconditional with student scores (a function of the school 
mean) plus a random component. In the school-level model session, a dichotomous variable capturing 
session as spring/fall, along with a number of predictors used in the school response-bias analyses 
reported above, were used to predict variation in school means. The variables in question are described in 
the following section. The analyses were based on data from 274 schools. These schools were weighted 
by the school base weight. 
 

Variables 

Mathematics achievement. Since Balanced Incomplete Block (BIB)-spiraling of the assessment booklets 
was used to maximize subject-matter coverage, student achievement measures take the form of five 
plausible values for each student. For each student these were generated as random draws from an 
estimated ability distribution of students with similar item response patterns and backgrounds. 
 
Session. This was a dichotomous variable indicating the assessment session in which the school 
participated (spring = 1 and fall = 0). 
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School control. This was a measure of whether the school was publicly or privately funded (public = 0, 
private = 1). 
 
Number of age-eligible students. The measure was a simple count of the number of age-eligible students 
in the school. 
 
Percent minority. Minority was defined as the percentage of non-White students in the school. 
 
Community type. This was a categorical variable capturing a rural-urban dimension; central city and rural 
were included as dummy variables with the urban category as the omitted variable. 
 
NAEP region. This was a categorical variable capturing four geographical regions; dummy variables for 
Southeast, Central, and West were included with Northeast, the omitted variable. 
 
Note: Poverty level of the school, measured as the proportion of students eligible for participation in the 
National School Lunch Program, is omitted from the present model. The measure is available only for 
public schools. The omission seems reasonable given that much of the predictive value of this measure 
will be subsumed by attributes of schools already in the equation, namely, school control, percent 
minority, and community type.  
 

Results 

The model proposed was estimated with the HLM software (Raudenbush, Bryk, Cheong, et al. 2004). The 
results are shown in tables 4-1 and 4-2 in the output format used by HLM. 
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Table 4-1.  Estimates of fixed effects for session effect model, final sample: 2003 
 

Fixed effects Coefficient 
Standard

error t ratio 
Degrees 

of freedom p-value 
School-level model      

Intercept 478.178 2.454 194.852 264 <0.001 
Session: Spring -3.223 6.020 -0.535 264 0.592 
School control: Private 21.778 11.150 1.953 198 0.052 
Age-eligible enrollment 0.100 0.022 4.539 264 <0.001 
Percent minority -1.249 0.143 -8.730 264 <0.001 
Community type: Central city -2.421 10.118 -0.239 264 0.811 
Community type: Rural -2.524 11.942 -0.211 264 0.833 
NAEP region: Southeast -11.984 11.581 -1.035 264 0.302 
NAEP region: West -5.980 11.449 -0.522 264 0.601 
NAEP region: Central -25.207 10.071 -2.503 264 0.013 

NOTE: National Assessment of Educational Progress (NAEP) region is the state-based region of the country (see appendix for state listing).  
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
 
Table 4-2.  Estimates of random effects for session effect model, final sample: 2003 
 

Random effects 
Standard
deviation 

Variance
component 

Chi-
square 

Degrees 
of freedom p-value 

Intercept 30.753 945.755 1238.467 264 <0.001 
Level-1 77.827 6057.051 † † † 

† Not applicable. 
NOTE: National Assessment of Educational Progress (NAEP) region is the state-based region of the country (see appendix A for state listing).  
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Summary 

The coefficients from four of the nine predictors reach statistical significance, suggesting, respectively, 
that other things equal, the mean achievement of students was higher in private schools by some 22 points 
on average; was higher in schools with higher numbers of age-eligible students; was lower in schools 
with high minority enrollments; and, relative to schools in the Northeast, was lower by some 24 points on 
average in schools in the Central region. 
 
Most noticeably, the coefficient for session fails to reach statistical significance and, thus, offers no 
support for the notion of statistically significant session effects. On this basis, it was determined that 
combining the spring and fall data would introduce no significant achievement-related bias into the 
combined data or the estimates derived from these data. 
 
 

 35 



 

5. Conclusion 

School Nonresponse 

The investigation into nonresponse bias at the school level for the U.S. Program for International Student 
Assessment (PISA) effort shows no statistically significant relationship between response status and the 
majority of school characteristics that were examined in the analysis. 
 
In both the original sample of schools and in the final sample, the bivariate analysis found only the 
National Assessment of Educational Progress (NAEP) region (tables 2-1 and 2-6) to be statistically 
significant in regard to participation. In addition, the percentage of Black, non-Hispanic and Asian or 
Pacific Islander students (table 2-8) was a significant factor in participation. The regression analysis, on 
the other hand, did not find any of the variables to be statistically significant in regard to participation. 
When the school nonresponse adjustments were applied to the weights for the final sample of schools, no 
statistically significant relationships were found between participation and any available school 
characteristic in the bivariate analysis, whereas the school nonresponse adjustment class was a significant 
predictor of school participation in the logistic regression.  
 
These results suggest that there is little potential for nonresponse bias in the PISA original participating 
sample based on the characteristics studied. The results also suggest that, while there is certainly no 
evidence that the use of replacement schools reduced the potential for bias, it has also not added 
substantially to the bias. The school nonresponse adjustment was at least partially effective in reducing 
the nonresponse bias, in that the analysis found no significant differences among the variables (tables 2-
11 through 2-14), whereas the variable forming the school nonresponse adjustment classes was found to 
be significant. 
 

Student Nonresponse 

The investigation into nonresponse bias at the student level for the U.S. PISA effort shows statistically 
significant relationships between response status and some of the school characteristics that were 
examined in the analysis. 
 
The bivariate analysis, using base weights, indicates a statistically significant relationship between student 
response status and the following school and student characteristics: school control (table 3-1), 
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community type (table 3-1), NAEP region (table 3-1), number of age-eligible students (table 3-2), sex 
(table 3-3), and the average age of students (table 3-4). The regression approach indicated that students in 
private schools and smaller schools were more likely to participate, as were younger students (table 3-5).  
 
Using nonresponse adjusted weights, one of the six variables remained statistically significant in the 
bivariate analysis: NAEP region (table 3-6). 
 
These results suggest, based on the characteristics studied, that there is some potential for nonresponse 
bias in the PISA student sample, using base weights. None of these differences appear to be substantially 
large, however, especially given the large student sample sizes, which makes the tests very sensitive. The 
student nonresponse adjustment had some effect on reducing the bias in school and student characteristics 
but also tended to over-adjust for the school characteristics.  
 

Session Bias 

The analyses show no evidence of a statistically significant session effect (tables 4-1 and 4-2).  
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Appendix A—Technical Notes 

Full details on the technical aspects of the Program for International Student Assessment (PISA) 2003 can 
be found in Adams (2005) and Lemke et al. (2004). The sections below provide details on those aspects 
of the implementation of PISA that are relevant to the analyses included in this report. 
 

Exclusions in the PISA Sample 

Exclusion guidelines allowed for 0.5 percent at the school level for approved reasons (e.g., remote regions 
or very small schools), and 2 percent for special education schools. Overall estimated student exclusions 
were to be under 5 percent. PISA’s intent was to be as inclusive as possible. No accommodations were 
offered in the United States for PISA. A special 1-hour booklet with lower difficulty items, which was 
scaled with the regular PISA booklets, was used in six countries for schools that would otherwise have 
been excluded. Special booklets were used in Austria, Belgium, the Czech Republic, Hungary, the 
Netherlands, and the Slovak Republic. Within schools, exclusion decisions were made by staff members 
who were knowledgeable about students with Individualized Education Programs (IEPs) or students who 
were limited English proficient, using the following international guidelines on possible student 
exclusions: 
 

 Functionally disabled students. These were students who were permanently physically 
disabled in such a way that they could not perform in the testing situation. Functionally 
disabled students who could respond were to be included in the testing. Any sampled student 
who was temporarily disabled such that he or she could not participate in the assessment was 
considered absent from the assessment. 

 Students with mental or emotional disabilities. These were students who were considered in 
the professional opinion of the school principal or by other qualified staff members to be 
intellectually disabled or who had been psychologically tested as such. This included 
students who were emotionally or mentally unable to follow even the general instructions of 
the test. Students were not to be excluded solely because of poor academic performance or 
normal disciplinary problems. 

 Students with limited proficiency in the test language. These were students who had received 
less than 1 year of instruction in the language of the test. Generally, these were students who 
were unable to read or speak the language of the test (English in the United States) and 
would be unable to overcome the language barrier in the test situation. 

Quality monitors from the PISA Consortium visited schools in every country to ensure testing procedures 
were carried out in a consistent manner across countries. 
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Sampling, Data Collection, and Response Rates in the United States 

The 2003 PISA school sample was drawn for the United States in November 2002. The sample design for 
this school sample was developed to retain some of the properties of the U.S. PISA 2000 school sample, 
and to follow international requirements as given in the PISA sampling manual. Unlike the 2000 PISA 
sample, which had a three-stage design, the U.S. sample for 2003 was a two-stage sampling process with 
the first stage a sample of schools, and the second stage a sample of students within schools. For PISA in 
2000, the U.S. school sample had the selection of a sample of geographic primary sampling units (PSUs) 
as the first stage of selection. The sample was not clustered at the geographic level for PISA 2003. This 
change was made in an effort to reduce the design effects observed in the 2000 data and to spread the 
respondent burden across school districts as much as possible. 
 
The sample design for PISA was a stratified systematic sample with sampling probabilities proportional 
to measures of size. The PISA sample had no explicit stratification and no oversampling of subgroups. 
The frame was implicitly stratified (i.e., sorted for sampling) by five categorical stratification variables: 
grade span of the school (schools with grade 7 or 8 as last grade, grade 9 as last grade, grades 9 to 12, 
grades 10 to 12, and all other schools), type of school (public or private), National Assessment of 
Educational Progress (NAEP) region of the country1 (Northeast, Southeast, Central, West), type of 
location relative to populous areas (large central city more than 250,000, mid-size central city less than 
250,000, urban fringe of large central city, urban fringe of mid-size central city, large town more than 
25,000, small town 2,500 to 25,000, rural outside MSA, rural inside MSA), and minority status (above or 
below 15 percent). The last sort key within the implicit stratification was by estimated enrollment of 15-
year-olds based on grade enrollments. 
 
At the same time that the PISA sample was selected, replacement schools were identified following the 
PISA guidelines by assigning the two schools neighboring the sampled school on the frame as 
replacements. There were several constraints on the assignment of replacements. One sampled school was 
not allowed to substitute for another, and a given school could not be assigned to substitute for more than 
one sampled school. Furthermore, replacements were required to be in the same implicit stratum as the 
sampled school. If the sampled school was the first or last school in the stratum, then the second school 

                                                      
1 The Northeast region consists of Connecticut, Delaware, District of Columbia, Maine, Maryland, Massachusetts, New Hampshire, New Jersey, 
New York, Pennsylvania, Rhode Island, and Vermont. The Central region consists of Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, 
Missouri, Nebraska, North Dakota, Ohio, Wisconsin, and South Dakota. The West region consists of Alaska, Arizona, California, Colorado, 
Hawaii, Idaho, Montana, Nevada, New Mexico, Oklahoma, Oregon, Texas, Utah, Washington, and Wyoming. The Southeast region consists of 
Alabama, Arkansas, Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia, and West Virginia. 
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following or preceding the sampled school was identified as the replacement. One was designated a first 
replacement and the other a second replacement, the first replacement was then contacted. If that school 
also refused to participate, the second replacement school was then contacted. 
 
The U.S. PISA school sample consisted of 420 schools. This number was increased from the international 
minimum requirement of 150 to offset school nonresponse, design effects, and to provide the additional 
students required for a metric-imperial experiment, in which some students received items using metric 
measurement units and other students received the same items using imperial measurement units. The 
student population for the PISA 2003 in the United States was the set of all 15-year-old students in the 
United States.2 
 
The schools were selected with probability proportionate to the school’s estimated enrollment of 15-year-
olds from the 2003 NAEP school frame with 2000-01 school data. The data for public schools were from 
the Common Core of Data (CCD), and the data for private schools were from the Private School Survey 
(PSS). Any school containing at least one 7th through 12th grade class as of the school year 2000-01 was 
included on the school sampling frame. Participating schools provided lists of 15-year-old students, and a 
sample of 35 students was selected within each school in an equal probability sample. The overall sample 
design for the United States was intended to approximate a self-weighting sample of students as much as 
possible, with each 15-year-old student having an equal probability of being selected. 
 
A minimum response target of 85 percent was required for initially selected educational institutions. In 
instances in which the initial response rate of educational institutions was between 65 and 85 percent, an 
acceptable school response rate could still be achieved through the use of replacement schools. 
Replacement schools were to be selected at the time of sample selection.  
 
Three school response rate zones—acceptable, intermediate, and not acceptable—were defined. 
Acceptable meant that the country’s data would be included in all international comparisons. Not 
Acceptable meant that the country’s data would be a candidate for not being reported in international 
comparisons unless considerable evidence was presented that nonresponse bias was minor. Intermediate 
meant that a decision on whether or not to include the country’s data in comparisons would be made 
while taking into account a variety of factors, such as student response rates, quality control, closeness of 
the response rates to the acceptable level, etc. For the purposes of calculating response rates, schools with 
                                                      
2 The definition of the population of 15-year-old students was dependent upon the time of testing. A 15-year-old student tested in April and May 
was born in 1987, students tested in June were born between March 1987 and February 1988, and students tested in August, September, and 
October were born between June 1987 and May 1988. 
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less than 50 percent of students participating were considered not participating and their students were 
excluded from the student response rates. If the student response rates within such schools were at least 
25 percent, these schools and students were included in the PISA 2003 database. Schools with student 
response rates below 25 percent were not used in any type of analysis nor are the data for these students 
or schools available in the PISA 2003 database.  
 
PISA 2003 also required a minimum participation rate of 80 percent of sampled students from original 
and replacement schools within each country. A student was considered to be a participant if he or she 
participated in the first testing session or a follow-up or makeup testing session. 
 
The PISA data collection was fielded in April, May, and June 2003. In the United States, for a 
variety of reasons reported by school administrators (such as increased testing requirements at 
the national, state, and local levels; concerns about timing of the PISA assessment; and loss of 
learning time), many schools in the original sample declined to participate. As it was clear that 
the United States would not meet the minimum response rate standards, a second testing window 
was opened from September to November 2003 with the agreement of the PISA Consortium, in 
order to improve response rates and better accommodate school schedules. For the fall data 
collection, the school sample included only original schools from the sample that had refused to 

participate in the spring but had indicated a willingness to participate in a fall assessment. Replacement 
schools were not included in the fall since their participation would have had little effect on raising the 
final response rate. In order to achieve a comparable sample of students in spring and fall, the age 
definition for students tested in the fall was adjusted such that all students tested were the same age. That 
is, in the spring sample 15-year-olds were defined as those born in the 1987 calendar year. In the case of 
the fall sample this age span was adjusted such that students born between June 1987 and May 1988 were 
defined as eligible. 

 
Of the 420 sampled schools, 382 were eligible (some did not have any 15-year-olds enrolled) and 179 
agreed to participate in the spring of 2003. An additional 70 original schools participated in the fall 
assessment for a total of 249 participating original schools. The school response rate (including spring and 
fall assessments) before replacement was 65 percent (weighted and unweighted), placing the United 
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States in the intermediate response rate category. The weighted school response rate before replacement 
is given by the formula: 
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where Y denotes the set of responding original sample schools with age-eligible students, N denotes the 
set of eligible nonresponding original sample schools, Wi denotes the base weight for school i, Wi = 1/Pi , 
where Pi denotes the school selection probability for school i, and Ei denotes the enrollment size of age-
eligible students, as indicated on the sampling frame. In addition to the 249 participating original schools, 
13 replacement schools also participated in the spring for a total of 262 participating schools. 

 
A total of 7,598 students were sampled for the assessment. Of these students, 261 were deemed ineligible 
because of their enrolled grades, birthdays, or other reasons and were removed from the sample. Of the 
eligible 7,337 sampled students, an additional 534 students were excluded because of limited proficiency 
in English or functional or intellectual disabilities, for a weighted exclusion rate of 7 percent.  
 
Of the 6,803 remaining sampled students, a total of 5,456 students participated in the assessment 
in the United States, but 114 of these came from schools that had less than 50 percent student 
participation. Schools that had less than 50 percent student participation were classified as 
nonresponding schools, and these students (114 participating students and 187 nonparticipating 
students) were, therefore, excluded for the purposes of calculating student response rates. Data 
for 5,456 students were included in the database, but student response rates were calculated by 
subtracting the 114 students from the 5,456 for a total of 5,342 participating students. The 
denominator for the student response rate was 6,502, which consist of 7,598 sampled students 
minus the following students: 261 ineligible; 534 excluded; 114 responding students from 
nonresponding schools; and 187 nonresponding students from nonresponding schools. An 
overall weighted student response of 83 percent was achieved (82 percent unweighted). 
 
Since the school response rates did not meet National Center for Education Statistics (NCES) standards 
and fell into the intermediate category according to the PISA standards, NCES requested that Westat 
investigate the potential for bias due to nonresponse at the school and student level, along with any bias 
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that may have been introduced by the need to conduct the assessments in two sessions, one in the spring 
and the other in the fall.  
 
The analysis of school nonresponse was conducted in two parts, examining first the original sample of 
schools (spring and fall participants), and then the final sample of schools (including replacements), 
treating as nonrespondents those schools from whom a final response was not received. Schools with 25 
to 49 percent student response rates were treated as respondents in the nonresponse bias analysis since 
their data are included in the PISA database. Schools with student response rates less than 25 percent 
were treated as nonrespondents in the analysis. The analysis of school nonresponse, thus, was based on 
258 and 274 responding original and final schools, respectively, of 382 eligible schools. Students in 
schools with 25 to 49 percent student response rates were treated as respondents in the nonresponse bias 
analysis again corresponding to the data included in the PISA database. The analysis of student 
nonresponse was based exclusively on the sample of 6,803 eligible and 5,456 participating students.. The 
analysis of session effects was based on the PISA definition of 274 spring and fall responding schools 
(including replacements). 
 
Response Rates 

Tables A-1 and A-2 details the school and student participation rates, respectively, for the PISA target 
population in the United States.  
 
Table A-1.   Selected characteristics of U.S. PISA analysis school sample: 2003 
 
 
 
Schools 
in 
original 
sample 

Eligible 
schools 

in 
sample 

Number of 
participating 

schools 
before 

replacement 

Number of 
participating 
schools after 
replacement

Unweighted 
school 

participation 
rate before 

replacement 
(percent)

Weighted 
school 

participation 
rate before 

replacement 
(percent)

Unweighted 
school 

participation 
rate after 

replacement 
(percent) 

Weighted 
school 

participation 
rate after 

replacement 
(percent)

420 382 249 262 65.2 64.9 68.6 68.1
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 
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Table A-2.  Selected characteristics of U.S. PISA student sample: 2003 
 

Students 
sampled 
for 
assessment 

Ineligible 
students 

Excluded 
students 

Students in 
nonparticipating 

schools 
excluded from 
response rates

Eligible 
students in 
responding 

schools

Number of 
participating 

students 

Unweighted 
student 

participation 
rate after 

replacement 
(percent)

Weighted 
student 

participation 
rate after 

replacement 
(percent)

7,598 261 534 301 6,502 5,342 82.2 82.7
SOURCE: Organization for Economic Cooperation and Development (OECD), Program for International Student Assessment (PISA), 2003. 

 
Description of Variables 

Frame characteristics for public schools were taken from the 2000-01 CCD and, for private schools, from 
the 2000-01 PSS.  

 

Race/Ethnicity 

Students’ race/ethnicity was obtained through student responses to a two-part question. Students were 
asked first whether they were Hispanic or Latino, and then asked whether they were members of the 
following racial groups: American Indian/Alaska Native; Asian; Black or African American; Native 
Hawaiian or other Pacific Islander; or White. Multiple responses to the race classification question were 
allowed.  
 
Community Type 

Community type was derived from the locale variable based on how the school is situated in a particular 
location relative to populous areas, based on the school’s address. Central city consists of a large city (a 
principal city of a metropolitan core-based statistical area [CBSA], with the city having a population 
greater than or equal to 250,000) and mid-size cities (a principal city of a metropolitan CBSA, with the 
city having a population less than 250,000). An urban fringe/large town consists of the urban fringe of a 
large city (any incorporated place, census-designated place, or nonplace territory within a metropolitan 
CBSA of a large city and defined as urban by the Census Bureau), the urban fringe of a mid-size city (any 
incorporated place, census-designated place, or nonplace territory within a CBSA of a mid-size city and 
defined as urban by the Census Bureau) or a large town (an incorporated place or census-designated place 
with a population greater than or equal to 25,000 and located outside a metropolitan CBSA or inside a 
micropolitan CBSA). A rural/small town consists of small town (an incorporated place or census 
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designated place (CDP) with population less than 25,000 and greater than or equal to 2,500 and located 
outside a CBSA or CSA), rural, outside CBSA (any incorporated place, census-designated place, or non-
place territory not within a CBSA or CSA and defined as rural by the Census Bureau) or rural, inside 
CBSA (any incorporated place, census-designated place, or nonplace territory within a metropolitan 
CBSA and defined as rural by the Census Bureau).  
 
NAEP Region 

NAEP region is the state-based region of the country. Northeast consists of Connecticut, 
Delaware, District of Columbia, Maine, Maryland, Massachusetts, New Hampshire, New Jersey, New 
York, Pennsylvania, Rhode Island, and Vermont. Central consists of Illinois, Indiana, Iowa, Kansas, 
Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South Dakota, and Wisconsin. West 
consists of Alaska, Arizona, California, Colorado, Hawaii, Idaho, Montana, Nevada, New Mexico, 
Oklahoma, Oregon, Texas, Utah, Washington, and Wyoming. Southeast consists of Alabama, Arkansas, 
Florida, Georgia, Kentucky, Louisiana, Mississippi, North Carolina, South Carolina, Tennessee, Virginia, 
and West Virginia. 

 
Statistical Procedures 

Weighting 

Records from the sample schools and students were assigned sampling weights to adjust for over-
representation or under-representation from a particular group. The use of sampling weights is necessary 
for the computation of statistically sound, nationally representative estimators. The weight assigned to a 
school’s (or student’s) data is the inverse of the probability that the school (or student) would be selected 
for the sample. When data are weighted, each sample unit contributes to the results in proportion to the 
total number of schools or students represented by the individual unit. Weighting can also be used to 
adjust for various situations such as school and student nonresponse because data cannot be assumed to be 
randomly missing. The internationally defined weighting specifications for PISA require that each 
assessed student’s sampling weight should be the product of (1) the reciprocal of the school’s probability 
of selection, (2) an adjustment for school-level nonresponse, (3) the reciprocal of the student’s probability 
of selection, and (4) an adjustment for student-level nonresponse.  
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In the analyses in this report, sometimes the appropriate weight (base weight) includes only the 
components of the reciprocals of the respective selection probabilities. This is the case when estimates are 
made based on the entire sample. In other cases nonresponse adjustments, as computed by the PISA 
International Study Center, are also applied. In each case the text and tables make clear which of these 
weighting procedures has been applied. Whereas for substantive analyses using the PISA data, one would 
normally apply the nonresponse adjustments when analyzing the data from the respondents in the sample, 
this is not always the case when carrying out analyses of potential nonresponse bias. 
 
Sampling Errors 

Sampling errors occur when the discrepancy between a population characteristic and the sample estimate 
arises because not all members of the reference population are sampled for the survey. The size of the 
sample relative to the population and the variability of the population characteristics both influence the 
magnitude of sampling error. The particular sample of 15-year-old students from the 2002-03 school year 
was just one of many possible samples that could have been selected. Therefore, estimates produced from 
the PISA sample may differ from estimates that would have been produced had another student sample 
been drawn. This type of variability is called sampling error because it arises from using a sample of 15-
year-old students, rather than all 15-year-old students in that year. 
 
The standard error is a measure of the variability due to sampling when estimating a statistic and is often 
included in reports containing estimates from survey data. The approach used for calculating sampling 
variances in PISA was the Balanced Repeated Replication (BRR)—the Fay method of BRR. In this report 
estimates of standard errors for each estimate are not shown. Rather the effects of sampling error are 
reflected in the test statistics (for t tests and chi-square tests, and t test used in logistic regression analyses) 
that are presented for each analysis. These are described below. 
 
The first step to compute the variance with replication is to calculate the estimate of interest from the full 
sample as well as each subsample or replicate. The variation between the replicate estimates and the full-
sample estimate is then used to estimate the variance for the full sample. Suppose that θ̂  is the full-
sample estimate of some population parameter ( )ˆv θ , takes the form θ . The variance estimator, 

 

 ( ) ( )2( )
1

ˆ ˆ ,ˆθ θ θ
=

= −∑
G

g
g

v c  
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where 
 

( )
ˆ

gθ  is the estimate of θ  based on the observations included in the gth replicate,  

G is the total number of replicates formed (G=80 for U.S. PISA), and 
c is the constant appropriate to the replication method (c=0.05 for U.S. PISA). 
 
The standard error is then  
 

 ( ) ( )θθ ˆˆ vse = . 

 
The Fay method of BRR algorithm used in PISA 2003 assumes that there are G replicates, each 
containing two sampled schools selected independently. The element ( )

ˆ
gθ  denotes the estimate using the 

gth jackknife replicate. Each of the replicate weights are formed by multiplying the sampling weight for 
all cases associated with one of the units of the pair by 1.5, and the sampling weight for the elements 
associated with the other unit in the pair by 0.5. The determination as to which PSUs received inflated 
weights, and which received deflated weights, was carried out in a systematic fashion, based on the 
entries in a Hadamard matrix of order 80. A Hadamard matrix contains entries that are +1 and –1 in value, 
and has the property that the matrix, multiplied by its transpose, gives the identity matrix of order 80, 
multiplied by a factor of 80. (Examples of Hadamard matrices are given in Wolter 1985.) The 
computation of the Fay method of BRR variance for any estimate requires the computation of the statistic 
81 times for any given country: once to obtain the estimate for the full sample, and 80 times to obtain the 
estimate for each of the jackknife replicates ( ( )

ˆ
gθ ).  

 
Tests of Significance 

Comparisons made in the text of this report have been tested for statistical significance. For example, 
when comparing results obtained from the full sample for a given grade, with those obtained only from 
the responding sample units, tests of statistical significance were used to establish whether or not the 
observed differences are statistically significant. The estimation of the standard errors that are required in 
order to undertake the tests of significance is complicated by the complex sample and assessment designs 
which both generate error variance. Together they mandate a set of statistically complex procedures in 
order to estimate the correct standard errors. As a consequence, the estimated standard errors contain a 

 A-10 



 

sampling variance component estimated the Fay method of BRR. Details on the procedures used can be 
found in the WesVar 4.0 User’s Guide (Westat 2000). 
 
Two kinds of statistical tests are included in the report: t tests and chi-square tests. In addition, logistic 
regression analyses were conducted. 
 
t Tests 

t tests were used for testing for the hypothesis that no difference exists between the means of continuous 
variables for two groups (namely, the full sample and the responding sample). Suppose that Ax  and 

Bx are the means for two groups that are being compared and ( )BA xxse −  is the standard error of the 

difference between the means which accounts for the complex survey design. Then the t test is defined as 
 

 ( )BA

BA

xxse
xx

t
−

−
=  

 
This statistic is then compared to the critical values of the appropriate Student t distribution, to determine 
whether the difference is statistically significant. The appropriate number of degrees of freedom for the 
distribution is given by the number of primary sampling units in the design (in this case the number of 
schools), minus the number of sampling strata. 
 
Note that this procedure took account of the fact that the two samples in question were not independent 
samples, but in fact the responding sample was a subsample of the full sample. This effect was accounted 
for in calculating the standard error of the difference. Note also that, in those cases where both samples 
were weighted just using base weights the test is exactly equivalent to testing that the mean of the 
respondents was equal to the mean of the nonrespondents. 
 
Consider for example the data in table 2-2. The first row shows that the weighted mean total school 
enrollment for the full eligible sample of schools is 1,399.2. For the subsample of schools that 
participated the corresponding mean is 1,372.1, and difference of 27.0. The standard error of this 
estimated difference, calculated so as to reflect the dependency between these two samples, and the 
complex sample design, is 31.1. This gives rise to a t statistic of -0.87, and using 80 degrees of freedom 
(the appropriate figure for the PISA design), the resulting significance (or p-value) is 0.388. This last 
figure appears in the table. 
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t tests were also used in the logistic regression for testing for the hypothesis for whether each estimated 
parameter estimate is significantly different from 0. Then the t test is defined as 
 

 
( )k

k

bv
b

t = , 

 
where is a parameter estimate and kb ( )kbv  is the replication variance estimate for that parameter. This 

statistic is then compared to the critical values of the appropriate Student t distribution, as described 
above, to determine whether the difference is statistically significant. The appropriate number of degrees 
of freedom for the distribution is again given by the number of primary sampling units in the design (in 
this case the number of schools), minus the number of sampling strata. 
 
Chi-square Tests 

Chi-square tests are used for testing whether two distributions of a given categorical variable are different, 
conducted in a way that reflects the impact of the complex sample design on sampling variance. In this 
instance one distribution is for the full sample, and one for the responding sample. Suppose that the 
categorical variable in question has c levels, cross-tabulated producing weighted proportions p. The usual 
Pearson chi-square statistic is calculated as 
 

 ( )
2 22

1 1
,

c

ij i j i j
i j

X n p p p p p⋅ ⋅ ⋅
= =

= −∑∑ ⋅  

 

where j denotes the categories of the categorical variable, and i indexes the samples (full sample and 
respondents), and n indicates the overall sample size. This statistic is not suitable for use directly in a 
statistical test with these data, for two reasons. First, the fact that the respondents are a subset of the full 
sample violates the standard assumptions for a chi-square test of this kind. Second, this statistic does not 
account for the complex sample design used to collect the data. 
 
Thus the Pearson chi-square statistic is modified appropriately to account for the impact of these two 
features. The resulting test statistic is referred to as the Rao-Scott Adjusted chi-square statistic. It is 
sometimes also referred to as the Satterthwaite-adjusted chi-square statistic. The number of degrees of 
freedom for the chi-square test, normally given as (c -1), where c is the number of categories of the 
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categorical variable for each distribution, is also modified on account of the complex design. The 
modified test statistic is then compared to the chi-square distribution with the appropriate number of 
degrees of freedom, to determine whether the difference in the two distributions is statistically significant. 
For a detailed description of the technique, see Rao and Scott (1984) or Rao and Thomas (2003). 
 
The first step in the calculation of the Satterthwaite-adjusted chi-square statistic is to form the following 
vector: 
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An rc x 1 vector made up of the products of the marginal proportions is defined as  
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For each replicate, an rc x rc matrix is calculated whose ij-th element is made up of 
 
  ( )( ), yy yy jjgiig −−  

 
where  and  are the i-th and j-th elements of Y calculated for the g-th replicate and  and  are 

the corresponding full-sample values. The ij-th element of the estimated covariance matrix for Y, 
B=cov(Y), is calculated using the following formula: 

yig y jg yi y j
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where c is the constant appropriate to the replication method (c=0.05 for U.S. PISA). The Satterthwaite’s 
approximation to degrees of freedom for the chi-square statistic to be calculated is 
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Since ν will generally not be an integer, interpolation in standard chi-square tables is required. 
 
Finally, the adjusted chi-square statistic is defined as 
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Logistic Regression Models 

A linear model for investigating the relationship between binary (dichotomous) outcomes and a set of 
explanatory variables is referred to as a logistic regression model. The data are assumed to follow a 
binomial distribution, with probabilities that depend on the independent variables. In this instance the 
binary outcome of interest is whether or not the sampled unit participated in PISA. 
 
Let pi denote the probability that the ith sampled school will participate. Under the logistic regression 
model, the log odds of response propensity (expressed in terms of the logarithm of pi/(1–pi)), is assumed 

to have the following linear form: 
 

 0 1 1 2 2log ...
1

i
i i p

i

p
piβ β X β X β X

p
⎛ ⎞

= + + + +⎜ ⎟−⎝ ⎠
 

 
where X1i, X2i ..., Xpi are p auxiliary variables associated with the ith sampled beneficiary, and 

0 ,β 1,  ...,  pβ β  are coefficients to be estimated. Asymptotic assumptions are used to develop statistical 

tests to determine which, if any, of the coefficients are significantly different from zero. In the analyses in 
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this report the standard procedures for carrying out logistic regression analyses have been modified both 
to incorporate the sampling weights in the estimation of the coefficients, and to reflect the effect of the 
complex sample design on the variance-covariance matrix of the coefficients. 
 
The Newton-Raphson algorithm is used to iteratively solve for parameter solutions in the logistic 
regression. Let ( ) ( )nq L∂β β= ∂β  be the vector of first partial derivatives of the sample log-likelihood 
with respect to . Let  be the matrix of second partial derivatives (or Hessian) of the sample log-

likelihood having entries 

β ( )H β
2L

(q β
a b∂ ∂β ∂β , where and  are two separate components of . Denote by 

 and  the values of  and  evaluated at , the value of the estimate b at step t. 

β  a β  b

b t
β

qt H t ) ( )H β

 
The general approach is to approximate the sample log-likelihood at the desired estimate, , at step t 

in the iterative process near the point b  by a second-order Taylor series expansion:  
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Solving ( )t t t tL∂ ∂b q H b b 0= + − =  for b yields the iteration equations 

 

 b b Ht t t+ −
= −1 1

qt , 

 
assuming  has an inverse. Given an initial value for t = 0, the set of iteration equations is solved for 

,  is used to solve for , and so on, until the convergence criterion is satisfied. The 
H t

b1 b1 b2 ( )β̂se  is 

calculated using the Fay method of BRR and repeating the procedure for each replicate.  
 
Hierarchical Linear Models 

Hierarchical Linear Models (HLM) is a class of techniques for analyzing data that have a hierarchical or 
nested structure. Typically in education data students are nested within schools and schools within 
districts. (There can also be further nesting for example of observations of multiple time points within 
each child or of districts within PSUs.)  
 
HLM is appropriate for this sort of analysis for major two reasons. First, observations nested within 
groups are correlated due to the common context shared by students within the same group. HLM is 
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designed to provide proper estimates of standard errors that account for the clustering of outcomes within 
groups. Second, HLM allows for the modeling of responses at each level of the hierarchy. To illustrate, 
consider a two-level model with students nested within schools. At the first level one is interested in 
estimating the relationship between how many math courses are taken in high school and math 
achievement: 
 
Level 1- Students nested within schools: 
 

ijpijpjijjijjjij eXXXy +++++= ββββ ...22110  

 
where, 
 
yij  is the achievement of child i in school j, 
β0j  is the school regression intercept, 
β1j  is the regression coefficient of the relationship between X1 and achievement (controlled for X2),  
β2   is the regression coefficient of X2 predicting achievement, and  
eij   is a random error. 
 
The distinctive feature of HLM is that the first level parameters can be modeled in a group-level 
regression. At level 2, adjusted school means, β0j, and regression slopes, β1j are predicted by school 
factors. 
 
Level 2- Schools: 
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Where γ’s are school-level regression coefficients for Z factors and the u’s are random errors.  
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