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1 The initial project in the series was the 2001 Math Online study, an investigation of the implications of delivering NAEP mathematics as-
sessments on computer. The third project in the series is the 2003 Problem Solving in Technology-Rich Environments study, an investiga-
tion of how computers might be used to measure skills that cannot be measured in a paper test. 

 Executive Summary

The 2002 Writing Online (WOL) study is the second of three fi eld investigations in the Technology-Based As-
sessment project, which explores the use of new technology in administering the National Assessment of Educa-
tional Progress (NAEP).1 The study addresses issues related to measurement, equity, effi ciency, and operations 
in a computer-based writing assessment. 

 This report describes the results of testing a national sample of eighth-grade students on computer. The 
WOL study was administered to students on school computers via the World Wide Web or on NAEP laptop 
computers brought into schools. Both writing tasks (herein referred to as “essays”) used in the WOL study were 
taken from the existing main NAEP writing assessment and were originally developed for paper administration. 

 During April and May 2002, data were collected from more than 1,300 students in about 160 schools. 
Student performance on WOL was compared to that of a national sample that took the main NAEP paper-and-
pencil writing assessment between January and March 2002. For the samples taking WOL, background infor-
mation concerning access to, use of, and attitudes toward computers was also collected. In addition, exercises 
designed to measure computer skills were administered. Results are considered to be statistically signifi cant if 
the probability of obtaining them by chance alone does not exceed the .05 level.

Measurement

• Performance on computer versus a paper test was 
measured in terms of essay score, essay length, and 
the frequency of valid responses. Results showed 
no signifi cant difference in essay scores or essay 
length between the two delivery modes. However, 
for the second of the two essays comprised in the 
test, delivery mode did signifi cantly predict re-
sponse rate, with roughly 1 percent more students 
responding to the test on paper than on computer.

Equity
• Performance on paper and computer versions 

of the same test was evaluated separately for the 
categories of gender, race/ethnicity, parents’ 
education level, school location, eligibility for 
free/reduced-price school lunch, and school type. 
With one exception, there were no signifi cant 
differences for the NAEP reporting groups exam-
ined between the scores of students who wrote 
their essays on paper and those who responded on 
computer. The exception was for students from 
urban fringe/large town locations, who performed 
higher on paper than on computer tests by about 
0.15 standard deviation units.

• The effect of delivery mode on performance 
was also evaluated for gender groups in terms of 
response length and frequency of valid responses.  
For the second essay, males wrote signifi cantly 
fewer words on paper than on computer. Also for 
that second essay, a signifi cantly higher percentage 
of females responded on paper than on computer.  
The difference in percent responding was about 2 
percentage points.

• The impact of assignment to a NAEP laptop versus 
a school computer was evaluated in two analyses. 
Results from the two analyses were not completely 
consistent. In an experimental substudy in which a 
small number of students were randomly assigned 
to computer type, those who took the test on 
NAEP laptops scored signifi cantly lower than stu-
dents taking the test on school computers, but for 
only one of the two essays. In a quasi-experimental 
analysis with larger sample sizes, however, only  
female students performed signifi cantly lower on 
the NAEP laptops, but this group did so for both 
essays. 

• To determine if computer familiarity affected 
online test performance, students’ self-reported 
computer experience and hands-on measures of 
keyboarding skill were used to predict online writ-
ing performance, after controlling for their paper 
writing score. Hands-on skill was signifi cantly re-
lated to online writing assessment performance, so 
that students with greater hands-on skill achieved 
higher WOL scores when holding constant their 
performance on a paper-and-pencil writing test. 
Computer familiarity added about 11 percentage 
points over paper writing score to the prediction 
of WOL performance.

Effi ciency

• With respect to timeliness, it is anticipated that 
delivering assessments via computer would not 
have any signifi cant short-term effect on the pilot 
stage of the NAEP assessment cycle, but could pos-
sibly shorten the operational stage appreciably by 
requiring fewer steps. 
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• Assuming similar levels of effort for current NAEP 
writing assessments, the costs for an online test 
should be similar for test development, similar or 
higher for assessment delivery and administration, 
and similar or lower for scoring.

• Results showed that the automated scoring of 
essay responses did not agree with the scores 
awarded by human readers. The automated scor-
ing produced mean scores that were signifi cantly 
higher than the mean scores awarded by human 
readers. Second, the automated scores agreed less 
frequently with the readers in level than the read-
ers agreed with each other. Finally, the automated 
scores agreed less with the readers in rank order 
than the readers agreed with one another. 

Operations

• Because the WOL delivery software supported 
only the Windows operating system and required 
broadband connections that were not available at 
some schools, 65 percent of students (and 59 per-
cent of schools) were tested on laptop computers 
provided by NAEP administrators. The remainder 
were tested on school computers via the Web. Both 
web and laptop administrations ran very smoothly, 
with only minimal problems overall and almost no 
problems with computer hardware.

The authors believe these results have important 
implications for NAEP:

• Aggregated scores from writing tests taken on 
computer do not appear to be measurably differ-
ent from ones taken on paper for the eighth-grade 
population as a whole, as well as for all but one of 
the NAEP reporting groups examined. 

• Scores for individual students may not be compara-
ble, however. Even after controlling for their level 
of paper writing skill, students with more hands-on 
computer facility appear to get higher scores on 
WOL than do students with lower levels of key-
board profi ciency. 

• Because scores for individuals on paper and 
computer writing tests do not appear to be com-
parable, relationships of certain demographic 
variables to writing profi ciency may change, de-
pending upon the mode in which that profi ciency 
is measured.

• NAEP should expect the transition and near-term 
costs for conducting an electronic writing assess-
ment to be considerable. NAEP will likely need 
to supplement web delivery by bringing laptop 
computers into some schools.

• Delivering writing assessments on computer may 
allow responses to be automatically scored, which 
could help NAEP reduce costs and speed up re-
porting. Although automated scores did not agree 
highly enough with the scores awarded by human 
readers to consider the two types of scoring inter-
changeable, this technology has been found to 
work effectively in some studies, is evolving rapidly, 
and may soon become usable by NAEP.

• Future research should address the generalizability 
of this study’s fi ndings to other grades and other 
types of essay tasks, and investigate the impact of 
differences in equipment confi guration on NAEP 
population estimates. Finally, in this study, WOL 
readers scored student responses with lower levels 
of agreement than did the main NAEP readers. 
Future research should attempt to minimize more 
effectively differences in reader reliability across 
modes that can potentially affect the precision of 
scores and the meaning of results.
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 Foreword

The Research and Development series of reports has been initiated for the 
following goals:

1. To share studies and research that are developmental in nature. The results 
of such studies may be revised as the work continues and additional data 
become available. 

2. To share results of studies that are, to some extent, on the cutting edge 
of methodological developments. Emerging analytical approaches and 
new computer software development often permit new, and sometimes 
controversial, analysis to be done. By participating in “frontier research,” 
we hope to contribute to the resolution of issues and improved analysis. 

3. To participate in discussions of emerging issues of interest to educational 
researchers, statisticians, and the federal statistical community in general. 
Such reports may document workshops and symposiums sponsored by the 
National Center for Education Statistics (NCES) that address methodological 
and analytical issues or may share and discuss issues regarding NCES 
practice, procedures, and standards. 

The common theme in all three goals is that these reports present results or 
discussions that do not reach defi nitive conclusions at this point in time, either 
because the data are tentative, the methodology is new and developing, or the 
topic is one on which there are divergent views. Therefore, the techniques and 
inferences made from the data are tentative and are subject to revision. To 
facilitate the process of closure on the issues, we invite comment, criticism, and 
alternatives to what we have done. Such responses should be directed to: 

Marilyn M. Seastrom
Chief Statistician
Statistical Standards Program
National Center for Education Statis-
tics
1900 K Street NW, Suite 9000
Washington, DC 20006 
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 1. Introduction

This technical report presents the methodology and results of the Writing Online (WOL) study, part of the 
National Assessment of Educational Progress (NAEP) Technology-Based Assessment (TBA) project. Funded by 
the National Center for Education Statistics (NCES), the Technology-Based Assessment project is intended to 
explore the use of new technology in NAEP. 

 The TBA project focuses on several key questions: 

1. What are the measurement implications of using tech-
nology-based assessment in NAEP? Technology-based 
assessment may change the meaning of NAEP 
measures in as yet unknown ways. It may allow as-
sessment of skills that could not be measured using 
paper and pencil or preclude measuring skills that 
could be tested by conventional means. It may per-
mit the assessment of emerging skills, particularly 
those requiring students to employ new technol-
ogy in learning and problem solving.

2. What are the implications for equity? If not carefully 
designed, technology-based assessment could 
inaccurately refl ect the skills of some groups of 
students, especially those with differing degrees 
of access to, or skill with, computers. At the same 
time, it could increase participation of students 
with disabilities by providing additional accommo-
dation tools. In addition, it may better refl ect the 
skills of students who routinely use the computer 
to perform academic tasks like writing and com-
posing.

3. What are the effi ciency implications of using technol-
ogy-based assessment compared with paper and pencil?  
Along with other new technologies, the Internet 
may afford signifi cant time and cost savings for the 
delivery and scoring of large-scale assessments.

4. What are the operational implications of technology-
based assessment? Moving from a paper-based pro-
gram to an electronic one raises signifi cant issues 
concerning school facilities, equipment function-
ing, administrator responsibilities, and school 
cooperation.

 To answer these questions, the NAEP program un-
dertook three empirical studies with students: Math 
Online (MOL), Writing Online (WOL), and Problem 
Solving in Technology-Rich Environments (TRE). 
These studies together address the questions above. 

 The WOL study focused on the issues associated 
with delivering existing constructed-response NAEP 
writing tasks on computer. The key issues were:

Measurement 
• How does test mode (i.e., delivery on computer vs. 

delivery on paper) affect the inferences that can 
be drawn about students’ writing skill? In particu-
lar, do students perform differently across the two 
modes? 

Equity 
• How do population groups perform and do mode 

effects vary across groups?

• Are students disadvantaged if they must take a 
writing test on a NAEP laptop instead of a school 
computer?

• How are students with different levels of computer 
experience affected by computer- vs. paper-based 
writing assessment? 

Effi ciency 
• Is a technology-based writing assessment more 

cost-effective or less time-consuming than a paper 
one?

• How might technological advances like web 
delivery and automated essay scoring affect the 
cost and timeliness of assessment? 

Operations
• What are the logistical challenges associated 

with administering a NAEP writing assessment 
on computer? In particular, are school facilities, 
equipment, software, and internet connectivity 
adequate? Are schools willing to cooperate with 
the needs of a technology-based assessment? How 
might NAEP use computer delivery to accommo-
date the needs of students with disabilities? Is the 
quality of data derived from an assessment deliv-
ered on computer acceptable? 
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 2. Methodology

 Study Samples
The WOL study samples were composed of nation-
ally representative groups of eighth-grade students 
drawn from the main NAEP 2002 assessments, which 
were administered between the end of January and 
the beginning of March 2002.1 The group taking 
the WOL computer test consisted of two subsamples 
tested from the beginning of April through the end 
of May 2002, following the conclusion of the main 
NAEP assessments. One subsample of 715 students 
was drawn from the main NAEP 2002 writing assess-
ment. This subsample was selected from among 
students who had been administered any one of 10 
predetermined main NAEP writing test books, none 
of which included the essay tasks used in WOL. The 
second subsample taking the WOL computer test 
consisted of 593 students from the main NAEP 2002 
reading assessment who had taken any one of nine 
predetermined reading books. Since these students 
did not participate in the main NAEP writing assess-
ment, their performance was used to help determine 
if taking main NAEP writing prior to WOL affected 
the WOL score in any way. The performance of the 
main NAEP writing and reading students taking WOL 
was compared to a third group of 2,983 students who, 
as part of the 2002 main NAEP writing assessment, 
were administered the same two essay tasks on paper 
in the same order as presented in WOL. (See appen-
dix A for more details on the WOL sample.)

 Of the 5,368 schools selected for the main NAEP 
2002 writing and reading assessments, 236 were 
randomly selected for administration of WOL. One 
hundred and fi fty-eight of these schools participated.2 
The weighted school response rate, which refl ects 
the accumulated effect of main NAEP and WOL 
study attrition, is 67 percent. Within the 158 schools, 
1,859 students were identifi ed as eligible for WOL by 
reason of their having been assigned one of the 19 
targeted writing or reading assessment booklets dur-
ing the main NAEP 2002 assessment.

 Of those students, 1,313 participated in WOL. Rea-
sons for nonparticipation are given in table 2-1. In 
addition to these nonparticipating students, fi ve other 
individuals who did participate were not included in 

the analysis because they were incorrectly classifi ed 
as not taking part in main NAEP. After accounting 
for nonparticipants and misclassifi ed individuals, the 
weighted student response rate refl ecting both main 
NAEP and WOL attrition is 77 percent.3

 For most of the analyses conducted for this study, 
data were used only from those students who re-
sponded to both essay tasks. This restriction was im-
posed because it allows for a more powerful statistical 
test, repeated-measures analysis of variance (ANO-
VA), to be used in the investigation of mode effects. 
In addition, this technique permits testing relevant 
interactions with essay, including the interaction of 
essay and delivery mode, and of essay, delivery mode, 
and population group. If shown to be signifi cant sta-
tistically, such interactions imply that delivery mode 
may not be consistent in its effects across essays.

1 Details on sample selection are given in appendix A.
2 One school was subsequently dropped from the analysis because, although it administered WOL, that school’s students could not be 

matched to main NAEP data as that school did not participate in main NAEP.
3 Analysis of nonresponse for groups with suffi cient cell sizes showed that census region was signifi cantly related to school-level nonre-

sponse and that relative age and disability status were signifi cantly related to student nonresponse.

Table 2-1. Reasons for student nonparticipation in Writing
 Online, grade 8: 2002

Reasons for nonparticipation
Number of cases

546

Absent from WOL administration 207

Absent from the NAEP administration 137

Withdrawn from school or ineligible 85

Excluded as SD or LEP1 65

Attempted WOL test but did not complete 29

Participated in WOL self-voicing substudy2 23

1 Generally students with disabilities or limited-English-profi cient students 
who were judged by school staff as not being able meaningfully to 
participate in the assessment activities without accommodation were 
excluded from the study.
2 A small number of students with print-related disabilities was selected to 
be tested with an accommodated version of WOL.
NOTE: WOL= Writing Online.  SD=Students with disabilities.  LEP=Limited-
English-profi cient students.  
SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.
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Table 2-2. Numbers of students in study samples before and after excluding those who did not respond to both essays, 
 grade 8: 2002

Study sample

Main NAEP writing 
students administered 
both paper-and-pencil 

essays in the same
order as WOL

WOL Students

All students
Students drawn from 

main NAEP writing

Students drawn 
from main NAEP 

reading

   Total 2,983 1,308 715 593

Students responding to both essays 2,878 1,255 687 568

Weighted percentage responding to 
both essays 98 (0.4) 96 (0.6) 97 (0.7) 95 (1.0)

NOTE: WOL=Writing Online. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 Table 2-2 shows the numbers of students before 
and after the elimination of those who did not re-
spond to both essays, as well as the weighted percent-
ages responding. In addition to the three samples 
described above, values are given for all students 
taking the WOL test (which is the sum of the other 
two WOL groups). As the table indicates, even after 
eliminating those who only responded to one essay, a 
very high percentage of participating students—more 
than 95 percent—was retained in each sample. Table 
2-1

 How representative are these samples? Table 2-3 
contrasts main NAEP scores and background infor-
mation for the subset of 2,878 students responding 
on paper to both main NAEP essays used in this study 
with all 118,516 students taking the main NAEP 2002 
writing assessment. As table 2-3 shows, the character-
istics of students in the main NAEP writing subsample 
were not signifi cantly different from the correspond-
ing characteristics of all main NAEP writing students, 
except for the signifi cantly higher percentage of fe-
male students and lower percentage of male students 
in the subsample. Table 2-2
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Table 2-3. Characteristics of study sample taking the main NAEP paper-and-pencil writing assessment compared with all 
 students taking main NAEP writing, grade 8: 2002

Characteristic
Main NAEP writing students responding to both 

paper-and-pencil essays in the same order as WOL All main NAEP writing students

Number of students 2,878 118,516

NAEP writing mean 156 (1.4)  153 (0.5)

Percent of students

Exclusion rate1  3 (0.4) 4 (0.2)

Gender

Male 45 (1.5)* 50 (0.3)
Female 54 (1.6)* 50 (0.3)

Race/ethnicity

White 65 (1.6) 65 (0.5)
Black 16 (1.5) 15 (0.4)
Hispanic 15 (1.2) 14 (0.4)
Asian/Pacifi c Islander 4 (0.8) 4 (0.2)
Other 1 (0.3) 2 (0.1)

Type of school

Public 90 (0.8) 91 (0.2)
Nonpublic 10 (0.8) 9 (0.2)

Parents’ highest level of education 

Less than high school 6 (0.7) 6 (0.1)
Graduated high school 17 (1.1) 17 (0.2)
Some education after high school 19 (1.5) 18 (0.2)
Graduated college 46 (1.7) 46 (0.4)
Unavailable 13 (1.1) 12 (0.2)

Student eligibility for free/reduced-
price school lunch

Eligible 30 (1.4) 31 (0.6)
Not eligible 54 (1.7) 53 (1.0)
Unavailable 15 (1.3) 16 (0.8)

Type of school location

Central city 28 (1.2) 29 (0.6)
Urban fringe/large town 43 (1.5) 42 (0.7)
Rural/small town 29 (0.9) 29 (0.5)

* p < .05 for the difference between the study sample and all students administered the main NAEP assessment as computed from a t-test for independent 
samples.

1 “Exclusion rate” is the weighted sum of the excluded students divided by the excluded plus the assessed students. For study participants, this rate is based on 
all students who were sampled to receive the test booklet containing the two paper-and-pencil essays given in the same order as the WOL essays.

NOTE: WOL= Writing Online. All values are weighted, except for the sample sizes. The sample size for “all main NAEP writing students” includes individuals who did 
not respond to either essay. “Other” category for race/ethnicity includes American Indian/Alaska Native and unclassifi ed students. Detail may not sum to totals 
because of rounding. Standard errors are in parentheses. 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 Table 2-4 compares characteristics of the students 
taking the WOL computer test and those in the 
main NAEP samples from which these students were 
drawn. The fi rst relevant comparison is between all 
students taking the main NAEP writing assessment 
and the students who responded to both essays on 
the WOL test. The second relevant comparison is 
between all students taking the main NAEP reading 
assessment and the students who responded to both 
essays on the WOL test. 

 Table 2-4 indicates that the WOL sample drawn 
from the 2002 main NAEP writing assessment was 
signifi cantly different from all main NAEP writing 
students on several dimensions. The study sample 
had a greater percentage of White students, a smaller 
percentage of Hispanic students, a smaller percent-
age of students whose parents’ highest education 

level was unavailable, and a greater percentage of ru-
ral students than the main NAEP writing assessment 
as a whole. (See Appendix B for defi nitions of these 
groups.) 

 Similarly, the WOL sample drawn from main 
NAEP reading differed from the sample taking the 
main NAEP reading assessment. The WOL sample 
had greater percentages of White students, students 
with one or more parents having some education 
after high school, and rural students. The WOL 
sample also had smaller percentages of Asian/Pacifi c 
Islander students, students whose parents’ highest 
education level was graduation from high school, 
students with parents having less than a high school 
education, and students whose parents’ highest level 
of education was unavailable.
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Table 2-4. Characteristics of study samples taking the Writing Online test compared with all students taking main NAEP, grade 8:
 2002

Characteristic
All main NAEP 

writing students

WOL students 
drawn from main 
NAEP writing and 

responding to both 
essays on computer

All main NAEP 
reading students

WOL students 
drawn from main 

NAEP reading and 
responding to both 

essays on computer

Number of students 118,516 687 115,176 568
NAEP writing mean 153 (0.5) 157 (2.0) † †
NAEP reading mean † † 264 (0.4) 267 (1.9)

Percent of students

Exclusion rate 4 (0.2) 5 (1.3)1 5 (0.3) 4 (1.0)1

Gender

Male 50 (0.3) 52 (1.8) 50 (0.3) 51 (2.5)
Female 50 (0.3) 47 (1.9) 50 (0.3) 48 (2.0)

Race/ethnicity

White 65 (0.5) 69 (0.8)* 65 (0.5) 69 (1.0)*

Black 15 (0.4) 15 (0.6) 15 (0.4) 14 (0.7)

Hispanic 14 (0.4) 11 (0.6)* 14 (0.4) 13 (0.7)

Asian/Pacifi c Islander 4 (0.2) 4 (0.6) 4 (0.2) 2 (0.5)*

Other 2 (0.1) 2 (0.5) 2 (0.1) 2 (0.8)

Type of school 

Public 91 (0.2) 92 (1.1) 91 (0.2) 91 (1.0)
Nonpublic 9 (0.2) 8 (1.1) 9 (0.2) 9 (1.0)

Parents’ highest level of education 

Less than high school 6 (0.1) 6 (1.1) 6 (0.2) 4 (0.9)*
Graduated high school 17 (0.2) 17 (1.7) 17 (0.2) 13 (1.2)*
Some education after high school 18 (0.2) 20 (1.6) 19 (0.3) 24 (2.0)*
Graduated college 46 (0.4) 48 (1.9) 46 (0.5) 50 (2.4)

Unavailable 12 (0.2) 10 (1.1)* 12 (0.2) 10 (1.3)*

Student eligibility for free/reduced-
price school lunch

Eligible 31 (0.6) 28 (2.5) 31 (0.6) 29 (2.9)
Not eligible 53 (1.0) 58 (3.0) 54 (1.0) 57 (3.2)
Unavailable 16 (0.8) 14 (2.6) 16 (0.9) 14 (2.5)

Type of school location

Central city 29 (0.6) 28 (1.5) 29 (0.6) 27 (1.3)
Urban fringe/large town 42 (0.7) 38 (1.9) 42 (0.7) 39 (1.8)
Rural/small town 29 (0.5) 34 (1.8)* 29 (0.5) 35 (1.7)*

† Not applicable.

*p < .05 for the difference between the study sample and all students administered the relevant main NAEP assessment as computed from a t-test for 
independent samples.
1 “Exclusion rate” is the weighted sum of the excluded students divided by the excluded plus the assessed students. This rate is based on all students who were 
sampled for inclusion in the study.

NOTE: WOL = Writing Online. All values are weighted, except for the sample sizes. “Other” category for race/ethnicity includes American Indian/Alaska Native and 
unclassifi ed students. Detail may not sum to totals because of rounding. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 The data in table 2-4 suggest that the study 
samples diverge from the nationally representative 
main NAEP samples on one or more characteristics, 
depending upon the sample. How comparable are 
the study samples to one another on these same char-
acteristics? Table 2-5 compares the samples respond-
ing to both essays on the WOL computer test with the 
main NAEP writing sample responding to the same 
two essays on paper. As the table indicates, the WOL 
computer samples signifi cantly differ from the paper 
comparison sample on several characteristics. The 
computer samples had somewhat greater percentages 
of male students, White students, and students in ru-
ral/small town locations, but smaller percentages of 

female students and of students in urban fringe/large 
town locations. One of the samples also had a smaller 
percentage of Hispanic students, one had a smaller 
percentage of students who reported that at least one 
parent had graduated from high school, and one had 
a smaller percentage of students for whom the level 
of parents’ education was unavailable. To deal with 
these differences, many of the study’s analyses were 
run with gender as one of the independent variables 
to control for its effects, as this characteristic ap-
peared to be associated with the largest differences 
between the paper and computer samples. Similarly, 
the main study question of whether delivery mode 
causes differences in mean performance was analyzed 
with each of the background variables from table 2-5 
included in turn as an independent variable. Table 
2-4



8  •  Part II: Online Assessment in Writing

Table 2-5. Characteristics of study samples taking the Writing Online computer test compared with the main NAEP writing study
 sample responding to the same essays on paper, grade 8: 2002

Characteristic

Main NAEP writing 
students responding 

to both paper-and-
pencil essays in the 
same order as WOL 

WOL Students

All students 
responding to both 

essays on computer

Students drawn from 
main NAEP writing 

and responding 
to both essays on 

computer

Students drawn from 
main NAEP reading 

and responding 
to both essays on 

computer

Number of students 2,878 1,255 687 568
NAEP writing mean 156 (1.4) † 157 (2.0) †
NAEP reading mean † † † 267 (1.9)

Percent of students

Exclusion rate1 3 (0.4) 5 (1.0) 5 (1.3) 4 (1.0)

Gender

Male 45 (1.5) 52 (1.7)* 52 (1.8)* 51 (2.5)*
Female 54 (1.6) 47 (1.4)* 47 (1.9)* 48 (2.0)*

Race/ethnicity

White 65 (1.6) 69 (0.7)* 69 (0.8)* 69 (1.0)*

Black 16 (1.5) 14 (0.5) 15 (0.6) 14 (0.7)

Hispanic 15 (1.2) 12 (0.5) 11 (0.6)* 13 (0.7)

Asian/Pacifi c Islander 4 (0.8) 3 (0.4) 4 (0.6) 2 (0.5)

Other 1 (0.3) 2 (0.5) 2 (0.5) 2 (0.8)

Type of school 

Public 90 (0.8) 92 (0.9) 92 (1.1) 91 (1.0)
Nonpublic 10 (0.8) 8 (0.8) 8 (1.1) 9 (1.0)

Parents’ highest level of education 

Less than high school 6 (0.7) 5 (0.9) 6 (1.1) 4 (0.9)
Graduated high school 17 (1.1) 15 (1.1) 17 (1.7) 13 (1.2)*
Some education after high school 19 (1.5) 21 (1.2) 20 (1.6) 24 (2.0)
Graduated college 46 (1.7) 49 (1.7) 48 (1.9) 50 (2.4)
Unavailable 13 (1.1) 10 (0.7)* 10 (1.1) 10 (1.3)

Student eligibility for free/reduced-
price school lunch

Eligible 30 (1.4) 28 (2.4) 28 (2.5) 29 (2.9)
Not eligible 54 (1.7) 58 (2.8) 58 (3.0) 57 (3.2)
Unavailable 15 (1.3) 14 (2.3) 14 (2.6) 14 (2.5)

Type of school location

Central city 28 (1.2) 28 (1.2) 28 (1.5) 27 (1.3)
Urban fringe/large town 43 (1.5) 38 (1.5)* 38 (1.9)* 39 (1.8)*
Rural/small town 29 (0.9) 34 (1.4)* 34 (1.8)* 35 (1.7)*

† Not applicable.

*p < .05 for the difference between the WOL sample and the paper comparison group as computed from a t-test for independent samples (e.g., between the 
percentage of all WOL students who were White and the percentage of main NAEP writing students responding to both paper-and-pencil essays in WOL order who 
were White).
1 “Exclusion rate” is the weighted sum of the excluded students divided by the excluded plus the assessed students.  For all main NAEP writing students, this rate 
is based on all students who were sampled to receive the test booklet containing the two paper-and-pencil essays given in the same order as the WOL essays.  
For WOL students, this rate is based on all students who were sampled for inclusion in the study.

NOTE: WOL = Writing Online. All values are weighted, except for the sample sizes. “Other” category for race/ethnicity includes American Indian/Alaska Native and 
unclassifi ed students. Detail may not sum to totals because of rounding. Standard errors are in parentheses. 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 Instruments
As noted, all sampled students participated in one of 
two main NAEP paper-and-pencil assessments, each 
of which was completed in a single session. During 
these sessions, students responded to either a main 
NAEP reading test or writing test, and to a back-
ground questionnaire. At least three weeks after the 
2002 main NAEP tests were administered, those stu-
dents sampled for the Writing Online (WOL) study 
took the following components in a single session:

• Online tutorial. The online tutorial showed stu-
dents how to use the computer to respond to the 
essay tasks. The tutorial provided instruction and 
practice in the use of the mouse and scrolling, 
presented information about the test interface and 
how to navigate from one question to the next, 
and described the functions of the WOL word pro-
cessor (cut, copy, paste, undo, and spell-check). 
Students were given two minutes to practice typing 
and to try out the word processing tools. A portion 
of the WOL tutorial can be viewed on the NCES 
website (http://nces.ed.gov/nationsreportcard/
studies/tbatutorial.asp#wol).

• Online computer skills measure. The computer skills 
measure was administered to evaluate students’ 
facility with the computer and, specifi cally, word 
processing. The computer skills measure present-
ed a series of fi ve exercises that asked students to 
type, insert, delete, correct, and move text. Stu-
dents were also asked to type a paragraph exactly 
as it was shown on the screen. They were given two 
minutes to type the text as accurately as possible. 
(See appendix C and appendix D.)

• Two online essays. As in the main NAEP writing as-
sessment, each student was fi rst given a brochure 
entitled “Ideas for planning and reviewing your 
writing.” Students could refer to the brochure at 
any point during the test, but they were specifi -
cally instructed to look at it prior to writing their 
responses.

 Students were next shown general directions on 
the computer. Then they proceeded to the fi rst WOL 
writing task, “Save a Book.” The task was displayed on 
the left side of the screen, and students typed their 
responses in a fi eld on the right side. The text entry 
area included word processing tools, represented as 
icons on the tool bar at the top of the screen. These 
tools allowed students to cut, copy, and paste text; 
undo their last action; and check spelling. Figure 2-1 
shows the WOL computer interface and the fi rst essay 
task.
 Students were allowed 25 minutes for each es-
say task. Timing began as soon as the fi rst task was 
displayed, which was consistent with the manner in 
which the NAEP paper-and-pencil writing test was 
administered. If a student completed the fi rst essay 
before 25 minutes elapsed, that student was able to 
move on to the second essay, “School Schedule.” The 
timer then automatically reset to 25 minutes, regard-
less of the time used in the fi rst essay. Students were 
not allowed to return to the fi rst essay once they had 
moved on to the second essay. This procedure also 
was followed to maintain comparability with that used 
for NAEP paper-and-pencil writing test administration.
 Both WOL essays were drawn from the 2002 
main NAEP writing assessment and administered to 
students in the same order as in that assessment. For 
“Save a Book,” an informative writing task, students 
were asked to explain what book they would preserve 
through memorization if they lived in a society where 
reading was not allowed. Since any book could be 
chosen, a wide range of responses was acceptable. 
“School Schedule,” a persuasive writing task, required 
students to read a short newspaper article about the 
sleeping habits of adults and children, and to show 
how those habits ought to infl uence school sched-
ules. Students were able to react to the article and use 
the contents to frame their arguments on the topic. 
Figure 2-2 shows “School Schedule.”

http://nces.ed.gov/nationsreportcard/studies/tbatutorial.asp#wol
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Figure 2-1.  The Writing Online computer interface showing the “Save a Book” essay, grade 8: 2002

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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Figure 2-2.  The Writing Online computer interface showing the “School Schedule” essay, grade 8: 2002

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

• Online background questions. Students were allowed 
20 minutes to complete the background questions 
section, which consisted of 37 questions: 10 NAEP 
general background questions (including race/
ethnicity, parents’ education level, and literacy ma-
terials available in the home), 21 questions about 
students’ experience with computers, and 6 ques-
tions about students’ instruction in writing. (See 
appendix E for the specifi c text of the background 
questions.) Background questions appeared on 

the screen, and students were directed to click 
on the bubble next to their selected response. 
Students were able to move forward or backward 
throughout this section by clicking on the “Next” 
and “Previous” buttons. A counter in the upper-
right corner of the screen indicated which ques-
tion they were answering, for example, “27 of 37 
questions.”  Figure 2-3 shows a sample background 
question screen. 
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Figure 2-3.  Sample Writing Online background question screen, grade 8: 2002

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 The following components were administered to 
the study participants who took the main NAEP 2002 
paper writing assessment, but who did not take WOL:

• Two writing tasks. Each student was given a bro-
chure entitled “Ideas for planning and reviewing 
your writing,” which was the same brochure as that 
used by the WOL students. Students then respond-
ed to the same two 25-minute essay questions in 
the same order as presented on the WOL test. If 
students fi nished before 25 minutes elapsed, they 
were not allowed to move ahead, but they could 
check over their work on that section.

• Background questions. Students responded to 53 
background questions, which were designed to 
gather information about student demographics 
and students’ classroom writing instruction and 
writing experience. (Some of these background 
questions were also administered in WOL.)

 Table 2-6 summarizes the instruments used in the 
WOL study and the student samples that took each 
instrument. Table 2-5 



Part II: Online Assessment in Writing  •  13

 Procedures

Essay Scoring
For the group taking the main NAEP 2002 paper writ-
ing assessment, scores for each essay were taken from 
data fi les produced as part of that assessment. In 
main NAEP scoring, readers grade on computer the 
scanned versions of students’ handwritten responses. 
For the group taking WOL, a separate scoring session 
was held in which readers graded on computer the 
typed versions of students’ responses. This WOL scor-
ing session used the training procedures and sample 
response papers used for scoring the same two essays 
in main NAEP. In the WOL scoring session, each 
of the two essays was scored by a different group of 
readers, which is consistent with main NAEP writing 
scoring procedures. “Save a Book” was scored during 
one week in August 2002, and “School Schedule” was 
scored during one week in November 2002. Training 
for scoring each task was conducted by staff members 
who have extensive experience with scoring main 
NAEP writing. During the WOL scoring session, 
whenever useful for explication or clarifi cation, train-
ing papers were supplemented with examples from 
the WOL responses to the tasks. 

 Reader training began with careful explanation 
of the anchor papers, which are tied directly to the 
scoring guide (see appendix F for NAEP writing 

scoring guides) and are intended as exemplars of 
each score level. Following discussion of the anchor 
papers, readers worked through practice sets and 
consensus-building sets, all designed to increase 
scorers’ ability to score consistently and reliably, fi rst 
as a group, then individually. Prior to scoring “live” 
WOL responses, readers took a qualifying test to 
determine their readiness for scoring. Once actual 
scoring began, readers generally worked in pairs or 
small groups until the trainer determined that they 
were maintaining a consistent level of agreement, at 
which time they began scoring individually. Through-
out the scoring process, the trainer monitored reader 
agreement and intervened, if necessary, to recalibrate 
readers.

 To evaluate reader reliability, a random sample of 
WOL responses was double-scored and compared to 
the double-scored responses of those students in the 
study sample who had taken the same two essays on 
paper in main NAEP. Table 2-7 presents the intraclass 
correlations between two readers for “Save a Book” 
and “School Schedule.” As the table shows, the cor-
relations for WOL appear lower than those for main 
NAEP writing, which indicates that for those respons-
es that were double-scored, the WOL readers agreed 
with one another in rank ordering individuals to a 
lesser degree than did the main NAEP readers. Table 
2-8 shows the percentage exact agreement between 

Table 2-6.  Instruments administered to each student sample, grade 8: 2002

Sample taking main NAEP 
writing and WOL

Sample taking main NAEP 
reading and WOL

Sample taking only 
main NAEP writing

Main NAEP administrations (January–March 2002)

  Paper test with two essays
Paper test with two blocks 

(9-13 items each) Paper test with two essays

  Background questions (53 items)
Background questions (29 of the 53 items 

administered to main NAEP writing students) Background questions (53 items)

WOL administrations (April–May 2002)

  Online tutorial Online tutorial †

  Online computer skills measure Online computer skills measure †

  Online test with two essays Online test with two essays †

  Background questions (37 items) Background questions (37 items) †

† Not applicable.

NOTE: WOL=Writing Online.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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Table 2-8.  Percentage exact agreement between two readers for Writing Online and for main NAEP writing, grade 8: 2002

Save a Book School Schedule

Measure
Percent exact 

agreement Kappa
Percent exact 

agreement Kappa

  WOL 60 .47 63 .53

  Main NAEP writing 72 .62 84 .79

NOTE: WOL = Writing Online. For WOL, the number of students responding was 310 for “Save a Book” and 309 for “School Schedule.” For main NAEP writing, the 
numbers were 129 and 159, respectively.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

two readers. The agreement percentages are accom-
panied by a statistic, “kappa,” which corrects for the 
level of agreement expected by chance (Fleiss 1981). 
Here, the percentages appear to be lower for WOL 
than for main NAEP writing, suggesting that, for dou-
ble-scored responses, the two WOL readers did not 
assign the same score to a given individual as often as 
did the main NAEP readers. The discrepancy be-
tween the rater reliabilities for WOL compared with 
main NAEP may be due to several factors, including 
differences in reader groups, scoring procedures, or 
the modes of on-screen presentation (scanned hand-
written paper images vs. typed responses).

 The above analysis indicates that the WOL readers 
scored student responses with lower levels of agree-
ment than did the main NAEP readers. Such differ-
ences in reader agreement can impact study results to 
the extent that this lower agreement negatively affects 
the overall reliability of scores. Estimates of score reli-
ability that incorporate reader agreement as an error 
component can, therefore, be helpful in evaluating 
this impact. Such score reliabilities can be estimated 
for the WOL test and the main NAEP assessment us-
ing the product-moment correlation between the two 
essay responses within each study group (corrected 
for the fact that this correlation refl ects a half-length 
test). This correlation incorporates reader agreement 
as an error component because student responses in 
both main NAEP and WOL were assigned randomly 
to readers, so most students’ fi rst and second essays 
would have been rated by different individuals. For 
WOL, the corrected correlation based on the study 
sample of 1,255 was .77. For main NAEP, the cor-
rected correlation based on the study sample of 2,878 
was .73.4 Thus, despite lower levels of reader reliabil-
ity, the score reliabilities across the two samples are 
reasonably close to one another.

Table 2-7. Intraclass correlations between two readers for  
 Writing Online and for main NAEP writing, grade
 8: 2002 

Measure Save a Book School Schedule

  WOL .81 .88

  Main NAEP writing .87 .94

NOTE: WOL = Writing Online. For WOL, the number of students responding 
was 310 for ”Save a Book” and 309 for “School Schedule.” For main NAEP 
writing, the numbers were 129 and 159, respectively.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Reader Scoring Consistencies Between Modes
In main NAEP, students handwrote their essay 
responses, whereas in WOL students typed their 
responses. Several studies have found that readers 
generally award different scores to typed essays as 
compared with handwritten versions of the same es-
says. In most studies, readers have given lower scores 
to the typed versions (Powers and Farnum 1997; 
Powers, Fowles, Farnum, and Ramsey 1994; Russell 
and Tao 2004a; Russell and Tao 2004b), though other 
studies have reported either mixed or null results 
(Harrington, Shermis, and Rollins 2000; MacCann, 
Eastment, and Pickering 2002). To evaluate whether 
there was such a bias in this study, a sample of hand-
written student responses from the main NAEP 2002 
writing assessment was drawn separately for each 
essay and keyed into the WOL online scoring system. 
These transcribed responses were then rated during 
the WOL scoring session by randomly interspersing 
them with WOL responses, appearing to readers on-
screen exactly as did WOL responses that had been 

4 The uncorrected correlations were .63 for WOL and .57 for main NAEP. Corrections were computed using the Spearman-Brown formula 
(Thorndike 1982).
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Table 2-9.  Unweighted means and standard deviations 
 for the same main NAEP writing responses   
 presented to different groups of readers in   
 handwritten and in typed form, grade 8: 2002 

Essay Handwritten Typed

Save a Book

Mean 3.5 3.4

Standard Deviation 1.7 1.5

School Schedule

Mean 3.5 3.6

Standard Deviation 1.7 1.5

NOTE: Responses were drawn from students taking the 2002 paper main 
NAEP writing assessment. All responses were transcribed from handwritten 
to typed form. The number of responses for ”Save a Book” was 294, and 
the number for “School Schedule” was 292. The same group of students 
did not respond to both essays.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Table 2-10. Mean scores for students drawn from main 
 NAEP writing and from main NAEP reading on
 the Writing Online test, grade 8: 2002

Essay
WOL main 

NAEP writing
WOL main 

NAEP reading

Save a Book 3.6 (0.05) 3.5 (0.06)

School Schedule 3.5 (0.06) 3.4 (0.06)

NOTE: WOL = Writing Online. The number of students was 1,255, with 
687 drawn from the main NAEP writing assessment sample and 568 
from the main NAEP reading assessment sample. Standard errors are in 
parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

entered by students online.5  Table 2-9 shows the 
unweighted mean scores assigned to the same essays 
when presented to main NAEP readers in handwrit-
ten form and then to WOL readers in typed form.

 These means were compared using a repeated-
measures analysis of variance, with essay and pre-
sentation format (i.e., handwritten vs. typed) as the 
independent variables, essay score as the dependent 
variable, and repeated measures on the format factor. 
Results showed no signifi cant difference for presenta-
tion format (F,1,584 = 0.37, p > .05), indicating that, 
summing across the two essays, the scores for the 
handwritten and typed formats did not differ measur-
ably. However, there was a signifi cant format-by-essay 
interaction (F,1,584 = 10.97, p < .05), suggesting that 
the size of the score difference between the formats 
was not the same for the two essay questions. Posthoc, 
dependent-samples t-tests (one-tailed) between the 
scores for the typed and handwritten responses 
showed that the typed responses were scored lower 
than the handwritten versions of the same essays for 
“Save a Book” (t, 293 = 2.05, p < .05), but higher than 
the handwritten versions for “School Schedule” (t, 
291 = -2.61, p < .05). In both cases, the effect sizes in 

5 Five off-topic responses were removed from this data set, as such responses are not considered in the main analyses presented later in 
this report.

6 All repeated-measures ANOVAs that used sampling weights were run using WESVAR, proprietary software of Westat, which accounts for 
the clustered nature of NAEP samples. See appendix G for a description of the use of WESVAR.

standard deviation units of the handwritten group 
were very small: .05 for “Save a Book” and .07 for 
“School Schedule.”

Practice Effect 
Two student samples took WOL. One sample had 
previously taken a NAEP writing assessment and one 
sample had not previously taken such an assessment. 
To determine whether having taken main NAEP 
writing affected subsequent WOL performance, the 
mean scores of the WOL students drawn from the 
main NAEP writing sample were compared to the 
mean scores for WOL students drawn from the 
main NAEP reading sample. Weighted means were 
compared using a repeated-measures analysis of 
variance.6  In this analysis, the independent variables 
were the WOL group (reading and writing) and es-
say, with repeated measures on the essay factor. Essay 
score was the dependent measure. The analysis was 
run using only the 1,255 students who responded to 
both essays. 

 Table 2-10 gives the mean scores for the two 
groups on each essay. Results of the statistical tests 
showed no between-subjects main effect for the WOL 
group (F,1,62 = 3.50, p > .05) and no signifi cant 
interaction of WOL group with essay (F,1,62 = 0.01, 
p > .05). Because no signifi cant difference was found 
between the performance of the groups, they were 
combined where appropriate for the analyses subse-
quently presented in this report. Table 2-9
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Table 3-1. Mean scores for students responding to 
 Writing Online and for a different group of 
 students responding to the same essays on
 paper in the main NAEP writing assessment,
 grade 8: 2002

Essay WOL 
Paper 

and Pencil 

Save a Book 3.5 (0.04) 3.6 (0.03)

School Schedule 3.5 (0.05) 3.6 (0.04)

NOTE: WOL = Writing Online. The number of students responding to both 
essays was 4,133, with 1,255 taking the WOL computer test and 2,878 
taking the paper main NAEP writing assessment. Students were included 
only if they responded to both essays and, for main NAEP writing, only if the 
tasks were administered in the same order as those given in WOL. Standard 
errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

 3. Measurement Issues

This section considers how the mode of administer-
ing a writing assessment (i.e., computer vs. paper) 
affects the inferences that can be drawn about stu-
dents’ writing skill. This issue is explored by evaluat-
ing whether students perform differently across the 
two delivery modes:

• Do students score differently on a computer test 
versus a paper test?

• Do students write essays of different lengths in 
these two delivery modes?

• Do more students respond validly in one or the 
other mode?

 Performance Differences Across Assessment 
Modes
Very few studies of the effect of mode on writing test 
performance have been conducted at the K-12 level. 
Moreover, the studies that are available generally use 
small, nonrepresentative samples. Even so, the results 
suggest that mode does have an impact on test score. 
For example, two studies (Russell and Haney 1997; 
Russell and Plati 2000) found that middle-school 
students who took an essay test on computer not only 
wrote longer essays but also performed better than 
a randomly assigned group taking the same test on 
paper. This performance advantage persisted even 
after controlling for score on a broad test of academ-
ic skills in one case and for English mid-year course 
grades in the other. A similar effect for increased 
essay length was detected by Wolfe, Bolton, Feltovich, 
and Niday (1996) for secondary school students, 
each of whom wrote one essay on computer and one 
with paper and pencil. Finally, MacCann, Eastment, 
and Pickering (2002) found that students randomly 
assigned to test on computers received higher scores 
than those taking the same test on paper for either 
one or two of three essays, depending upon whether 
the essays were graded in their original forms or 
transcribed.

 Two studies with older students taking admissions 
tests also show evidence of overall mode effects. For a 
large group of Test of English as a Foreign Language 
(TOEFL®) examinees given a choice of administra-
tion mode, Wolfe and Manalo (2004) found scores 
to be marginally higher on paper versus computer 
forms of that test’s essay section, after controlling 
for English language profi ciency. Similarly, in a large 
group of business school applicants who wrote essays 
in each mode, students performed better on the 
paper than on the computer tests (Bridgeman and 
Cooper 1998).

 Are computer and paper writing tests comparable 
for eighth-graders nationally? To address this ques-
tion, three indicators were compared across delivery 
modes: essay score, essay length, and the frequency of 
valid responses.

Essay Score
Perhaps the most direct approach to evaluating 
the effect of delivery mode on performance can be 
provided by comparing mean scores on WOL with 
the mean scores from a different, but representative, 
group of students taking the same essays in the paper-
and-pencil main NAEP writing assessment. To test 
the difference between means, a repeated-measures 
analysis of variance (ANOVA) was conducted. For this 
analysis, delivery mode and essay were the indepen-
dent variables, and essay score was the dependent 
variable, with repeated measures on the essay factor. 
Table 3-1 gives the mean scores for each group on 
each essay, where scores are on a scale of 1 to 6. Table 

3- The results of this analysis did not detect a signifi -
cant effect for delivery mode (F,1,62 = 3.39, p > .05) 
or a signifi cant interaction of delivery mode with es-
say (F,1,62 = 0.29, p > .05). This model was run again 
accounting separately for gender, race/ethnicity, 
parents’ education level, school location, eligibility 
for free/reduced-price school lunch, and school type. 
The results, reported in the Equity Issues section, also 
showed no signifi cant effect for delivery mode or for 
the interaction of delivery mode with essay. 
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Table 3-2. Unweighted mean word count for students
 responding to Writing Online and for a different
 group of students responding to the same essays
 on paper in the main NAEP writing assessment,
 grade 8: 2002

Essay WOL 
Paper 

and Pencil 

Save a Book 185 (2.9) 175 (6.0)

School Schedule 162 (2.6) 166 (5.4)

NOTE: WOL = Writing Online. The number of responses for “Save a Book” 
was 294 for paper main NAEP writing and 1,255 for WOL. The number of 
responses for “School Schedule” was 292 for paper main NAEP writing and 
1,255 for WOL. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Table 3-3. Percentage of students giving valid responses to 
 Writing Online and for a different group of 
 students responding to the same essays on 
 paper in the main NAEP writing assessment, 
 grade 8: 2002

Essay WOL 
Paper 

and Pencil 

Save a Book 98 (0.5) 98 (0.4)

School Schedule 97 (0.5) 99 (0.2)

NOTE: WOL = Writing Online. The number of students administered both 
essays was 4,291, with 1,308 taking the WOL computer test and 2,983 
taking the paper main NAEP writing assessment. Main NAEP writing 
students were included only if they were administered both essays in the 
same order as those given in WOL. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Essay Length
A second indicator of mode effect is essay length, 
which can be automatically computed once responses 
are in electronic form. From the paper main NAEP 
writing assessment, a random sample of handwrit-
ten responses was transcribed to electronic form for 
each essay task. For WOL, all responses were already 
in electronic form. In this analysis, the same students 
did not necessarily respond to both essays, and differ-
ent groups took the paper and computer tests. Table 
3-2 gives the unweighted mean word counts for each 
essay by delivery mode. Table 3-2

 To test the effect of delivery on essay length, a 
separate ANOVA was conducted for each essay, with 
delivery mode the independent variable and the 
number of words serving as the dependent variable.7  
Results showed that there was no effect of delivery 
mode on word count for “Save a Book” (F,1,1547 = 
2.34, p > .05) or for “School Schedule” (F,1,1545 = 
0.46, p > .05). Thus, there were no measurable differ-
ences in the number of words written on computer 
as compared with paper tests. These analyses were 
repeated, controlling for gender. The repeated analy-
ses, which are reported in the Equity Issues section, 
also showed no main effect for delivery mode.

Frequency of Valid Responses 
A third indicator of the impact of delivery mode is 
the extent to which students provide valid responses 
to test questions. It is conceivable that response rates 

will be lower on computer because students with lim-
ited computer facility may fail to respond if taking an 
online test becomes frustrating. On the other hand, 
response rates could be higher for WOL if students 
who frequently use computers at home and school 
fi nd online tests more motivating than paper exami-
nations.

 Table 3-3 shows the percentage of students re-
sponding to each essay, where non-response included 
off-task, not reached, illegible, omitted, or any other 
missing answer. Table 3-3  

 To examine differences in responding more 
closely, separate logistic regressions were estimated 
for each essay with delivery mode as the independent 
variable and the dependent variable being whether 
or not there was a response to the essay. Results 
for “Save a Book” showed no signifi cant effect for 
delivery mode (F,1,62 = 0.67, p > .05).8  For “School 
Schedule,” however, delivery mode did signifi cantly 
predict response rate (F,1,62 = 10.88, p < .05), with 
those taking the paper test more likely to respond to 
this essay than those taking WOL by about 1 percent-
age point. These analyses were repeated with gender 
as an independent variable to control for its effects. 
The same substantive results were obtained and are 
described in the Equity Issues section.

7 Student weights were not used because appropriate weights were not available for the sample of students whose handwritten responses 
had been transcribed to electronic form. The SAS generalized linear model (GLM) procedure was used to conduct this analysis. 

8 These logistic regressions were computed using WESVAR, which provides F - statistics.
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Table 4-1. Mean scores for students drawn from main NAEP
 who took the Writing Online computer test and
 for students responding to the same essays on
 paper in the main NAEP writing assessment, by
 gender and essay, grade 8: 2002

Gender WOL
Paper 

and pencil

Save a Book

  Male 3.3 (0.05) 3.4 (0.04)

  Female 3.8 (0.06) 3.8 (0.06)

School Schedule

  Male 3.3 (0.06) 3.3 (0.05)

  Female 3.7 (0.06) 3.8 (0.04)

NOTE: WOL = Writing Online. The number of students responding to both 
essays was 4,116, with 1,249 taking the WOL computer test and 2,867 
taking the paper main NAEP writing assessment. Students were included 
only if they responded to both essays and, for main NAEP writing, only if the 
tasks were administered in the same order as those given in WOL. Standard 
errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

 4. Equity Issues

This section considers three questions:

• How do population groups perform, and do mode 
effects vary across groups?

• Are students disadvantaged if they must take a 
writing test on a NAEP laptop instead of a school 
computer?

• How are students with different levels of computer 
experience affected by computer- versus paper-
based writing assessments? 

 Population Group Performance
To date, the performance of population groups on 
computer compared with paper writing tests has not 
been widely studied. In a small-sample study, Rus-
sell and Haney (1997) found that the differences 
in performance on computer versus paper writing 
tests were similar for male and female middle-school 
students. Among a large sample of prospective busi-
ness school students, Bridgeman and Cooper (1998) 
found no interactions between delivery mode and 
population groups defi ned by gender, race/ethnicity, 
or whether English was their fi rst language. 

Gender
For gender, delivery mode was evaluated in terms 
of its effects on essay score, response length, and 
frequency of valid responding. (The latter two per-
formance indicators are presented because gender 
was included in the model when the overall effects on 
these performance indicators were evaluated in the 
previous section.) Table 4-1 presents mean scores for 
WOL and for the paper main NAEP writing assess-
ment by gender. Table 4-1 

 To test for the presence of gender effects, a 
repeated-measures ANOVA was conducted with 
delivery mode, gender, and essay as the independent 
variables; essay score as the dependent variable; and 
repeated measures on the essay factor. The between-
groups results showed no effect for delivery mode 
(F,1,62 = 1.23, p > .05), an expected signifi cant main 
effect for gender (F,1,62 = 80.12, p < .05), and no 
signifi cant interaction of delivery mode with gender 
(F,1,62 = 0.05, p > .05). The within-groups results 
showed no signifi cant interaction of delivery mode 
with essay (F,1,62 = 0.73, p > .05), of gender with essay 
(F,1,62 = 1.62, p > .05), or of delivery mode, gender, 
and essay (F,1,62 = 0.35, p > .05). With respect to 
essay score, then, delivery mode does not appear to 
have affected one gender group more than the other.

 Table 4-2 shows mean essay length by gender 
for students responding to WOL and for a random 
sample of responses to the same essay tasks drawn 
from students taking the paper main NAEP writing 
assessment. In the latter sample, the same group of 
students did not necessarily respond to both essays. 
Table 4-2 
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Table 4-2. Unweighted mean word count for students
 responding to Writing Online and for a different
 group of students responding to the same essays
 on paper in the main NAEP writing assessment,
 by gender and essay, grade 8: 2002

Gender WOL
Paper 

and pencil

Save a Book

  Male 164 (3.6) 148 (8.2)

  Female 209 (4.5) 204 (8.1)

School Schedule

  Male 145 (3.3) 132 (6.8)

  Female 181 (3.9) 195 (7.5)

NOTE: WOL = Writing Online. The number of responses for “Save a Book” 
was 294 for paper main NAEP writing and 1,249 for WOL. The number of 
responses for “School Schedule” was 292 for paper main NAEP writing and 
1,249 for WOL. The same main NAEP students did not necessarily respond 
to both essays. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

 To test the impact on essay length, a separate 
unweighted ANOVA was conducted for each essay, 
with the number of words serving as the dependent 
variable.9  The independent variables were delivery 
mode and gender. For the students taking the paper 
main NAEP writing assessment, the sample size is 
relatively small due to the need to key enter paper 
responses and the cost of doing so. As a consequence, 
the power of these analyses to detect differences 
in essay length is lower than it otherwise would be. 
For “Save a Book,” there was a signifi cant effect for 
gender, with female students producing more words 
than male students (F,1,1539 = 85.26, p < .05), but 
no effect of delivery mode on word count (F,1,1539 
= 2.45, p > .05), and no signifi cant delivery mode-
by-gender interaction (F,1,1539 = 0.79, p > .05). For 
“School Schedule,” there was the same signifi cant 
effect of female students writing longer essays than 
male students (F,1,1537 = 81.81, p < .05), and no 
main effect for delivery mode (F,1,1537 = 0.46, p > 
.05). However, there was a signifi cant delivery-mode-
by-gender interaction (F,1,1537 = 5.27, p < .05). This 
interaction indicates that delivery mode affects essay 
length differently for male students and female stu-

9 The SAS GLM procedure was used to conduct this analysis.

dents for “School Schedule.” One-tailed post-hoc tests 
showed that, for “School Schedule,” male students 
wrote signifi cantly fewer words in the paper test 
condition than on the computer test (t, 785 = 1.77, 
p < .05), while female students showed no such dif-
ference (t, 752 = -1.59, p > .05). However, although 
male students’ paper essays were about 11 percent 
shorter than their computer-generated ones, there 
was no corresponding signifi cant difference in their 
mean scores across delivery modes for this essay, as 
described above and shown in table 4-1.

 Finally, table 4-3 shows the response rates for male 
and female students taking WOL compared to those 
taking the paper main NAEP writing assessment.

 To examine differences in responding more 
closely, separate logistic regressions were conducted 
for each essay with delivery mode and gender as the 
independent variables. The dependent variable was 
whether or not there was a response to the essay. 
Results for “Save a Book” showed an expected signifi -
cant effect for gender (F,1,62 = 21.55, p < .05), 
no main effect for delivery mode (F,1,62 = 1.97, 

Mean word count

Table 4-3. Percentage of students giving valid responses 
 to Writing Online and for a different group of 
 students responding to the same essays on 
 paper in the main NAEP writing assessment, by 
 gender and essay, grade 8: 2002

Gender WOL
Paper 

and pencil

Save a Book

  Male 97 (0.7) 97 (0.8)

  Female 99 (0.5) 99 (0.2)

School Schedule

  Male 97 (0.6) 98 (0.5)

  Female 97 (0.7) 99 (0.2)

NOTE: WOL = Writing Online. The number of students administered both 
essays was 4,274, with 1,302 taking the WOL computer test and 2,972 
taking the paper main NAEP writing assessment. Main NAEP writing 
students were included only if they were administered both essays in the 
same order as those given in WOL. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Percent of students
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Table 4-4. Mean scores for students drawn from main NAEP 
 who took the Writing Online test and for students 
 responding to the same essays on paper in the  
 main NAEP writing assessment, by race/ethnicity  
 and essay, grade 8: 2002

Race/ethnicity WOL
Paper and

pencil

Save a Book

  White 3.7 (0.05) 3.8 (0.04)

  Black 2.9 (0.10) 3.3 (0.08)

  Hispanic 3.0 (0.09) 3.2 (0.12)

  Asian/Pacifi c Islander 3.8 (0.28) 4.0 (0.18)

  Other 3.3 (0.30) 3.4 (0.38)

School Schedule

  White 3.7 (0.06) 3.7 (0.03)

  Black 2.8 (0.09) 3.2 (0.13)

  Hispanic 2.9 (0.10) 3.1 (0.14)

  Asian/Pacifi c Islander 3.8 (0.30) 4.1 (0.18)

  Other 3.4 (0.27) 3.4 (0.18)

NOTE: WOL = Writing Online. The number of students was 4,133, with 1,255 
taking the WOL computer test and 2,878 taking the paper main NAEP 
writing assessment. Students were included only if they responded to both 
essays and, for main NAEP writing, only if the tasks were administered 
in the same order as those in WOL. “Other” category for race/ethnicity 
includes American Indian/Alaska Native and unclassifi ed students. 
Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

p > .05), and no signifi cant effect for the interac-
tion of gender and delivery mode (F,1,62 = 2.47, p > 
.05). For “School Schedule,” the gender main effect 
(F,1,62 = 5.53, p < .05) was signifi cant, but, more im-
portantly for the purposes of this study, so was the in-
teraction of gender and delivery mode (F,1,62 = 8.58, 
p < .05), indicating that the difference in response 
rates for paper and computer was not the same 
for males and females. Finally, consistent with the 
response rate analysis reported for “School Schedule” 
in the Measurement Issues section, which did not 
include gender, there was a signifi cant main effect for 
delivery mode itself (F,1,62 = 16.08, p < .05). Post-hoc 
tests showed that a significantly greater percentage of 
females gave valid responses to “School Schedule” on 
paper than on computer (F,1,62 = 17.61, p < .05), by 
about 2 percentage points.

Other NAEP Reporting Groups
Direct comparisons across modes can be made for 
other NAEP reporting groups. Such comparisons 
were made separately for race/ethnicity, parents’ 
education level, school location, eligibility for free/
reduced-price school lunch (an indicator of socioeco-
nomic status), and school type (public vs. nonpublic). 
(A complete description of NAEP reporting groups is 
available in appendix B.) Because the sample sizes for 
some of these groups were small, differences may not 
always be statistically signifi cant even if they are seem-
ingly large. It is not possible to distinguish for these 
instances whether the apparent difference is a refl ec-
tion of population performance, or alternatively, an 
artifact of sample selection.

 Population group comparisons were made only 
for essay score. For each comparison, a repeated-
measures ANOVA was conducted, similar to the 
analysis for gender. For this analysis, the independent 
variables were the NAEP reporting group of inter-
est, delivery mode, gender, and essay, with repeated 
measures on the essay factor. Essay score was the 
dependent variable. Gender was included as an inde-
pendent variable in all of the models to control for 
differences between the WOL and the main NAEP 
writing samples, which were largest on this demo-
graphic characteristic. Also included was the interac-
tion of NAEP reporting group with delivery mode, as 
such an interaction would indicate that the differ-
ence in scores between modes was not the same for 
all categories composing a particular reporting group 
(e.g., all of the parent education levels). For all study 
samples, the ANOVA was restricted to WOL and main 
NAEP writing students and, in the case of main NAEP 

writing, to those students who were administered 
essays on paper given in the same order as those in 
WOL. 

Race/ethnicity. Table 4-4 gives the mean scores by 
race/ethnicity. Because gender was included in the 
model and some students were missing gender des-
ignations, the statistical test of the means was con-
ducted on a slightly smaller number of students (n = 
4,116) than the one used to compute the means in 
the table (n = 4,133). Results of the ANOVA showed 
a signifi cant between-groups effect for race (F,4,59 
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Table 4-5. Mean scores for students drawn from main NAEP 
 who took the Writing Online test and for students 
 responding to the same essays on paper in the  
 main NAEP writing assessment, by parents’ 
 highest level of education and essay, grade 8: 2002

Parents’ highest education 
level  WOL

 Paper and 
pencil

Save a Book

  High school degree or less 3.3 (0.07) 3.3 (0.07)

  More than high school degree 3.6 (0.05) 3.9 (0.04)

  Unavailable 3.1 (0.11) 3.0 (0.09)

School Schedule

  High school degree or less 3.2 (0.08) 3.2 (0.06)

  More than high school degree 3.6 (0.06) 3.8 (0.03)

  Unavailable 3.0 (0.11) 2.8 (0.09)

NOTE: WOL = Writing Online. The number of students was 4,133, with 1,255 
taking the WOL computer test and 2,878 taking the paper main NAEP 
writing assessment. Students were included only if they responded to both 
essays and, for main NAEP writing, only if the tasks were administered in 
the same order as those in WOL. “High school degree or less” includes 
students reporting parents who did not fi nish high school or who obtained 
high school degrees. “More than high school degree” includes students 
reporting one or more parents having some education after high school or 
who graduated from college. “Unavailable” includes students with missing 
data for this variable. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

= 51.66, p < .05) and for gender (F,1,62 = 72.63, p 
< .05). There was no signifi cant effect for delivery 
mode (F,1,62 = 1.52, p > .05) and no signifi cant inter-
action of delivery mode with race/ethnicity (F,4,59 
= 1.46, p > .05). The within-groups results showed 
no signifi cant interaction of essay with race (F,4,59 = 
1.47, p > .05), essay with delivery mode (F,1,62 = 0.04, 
p > .05), essay with gender (F,1,62 = 0.34, p > .05), 
or essay, delivery mode, and race/ethnicity (F,4,59 = 
0.19, p > .05).

Parents’ education level. Table 4-5 gives the mean 
scores by parents’ education level, where that level is 
the higher of the levels reported by the student for 
his or her mother or father. Differences between the 
means were tested for the slightly smaller subset of 
students with gender designations (n = 4,116). The 
between-groups results showed expected signifi cant 
effects for parents’ education level (F,2,61 = 105.83, 
p < .05) and gender (F,1,62 = 47.34, p < .05). There 
were no signifi cant effects for delivery mode (F,1,62 = 
0.02, p > .05) or for the interaction of delivery mode 
with parents’ education level (F,2,61 = 2.71, p > .05). 
The within-groups results showed no signifi cant inter-
action of essay with parents’ education level (F,2,61 = 
1.21, p > .05), essay with delivery mode (F,1,62 = 0.27, 
p > .05), essay with gender (F,1,62 = 0.35, p > .05), or 
essay, delivery mode, and parents’ education level 
(F,2,61 = 0.64, p > .05). Table 4-5 
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Table 4-6. Mean scores for students drawn from main 
 NAEP who took the Writing Online test and for 
 students responding to the same essays on 
 paper in the main NAEP writing assessment, by 
 school location and essay, grade 8: 2002

School location  WOL
 Paper and 

pencil

Save a Book

  Central city 3.3 (0.09) 3.5 (0.06)

  Urban fringe/large town 3.6 (0.08) 3.7 (0.05)

  Rural/small town 3.7 (0.05) 3.6 (0.04)

School Schedule

  Central city 3.3 (0.09) 3.4 (0.07)

  Urban fringe/large town 3.5 (0.08) 3.7 (0.06)

  Rural/small town 3.6 (0.09) 3.4 (0.03)

NOTE: WOL = Writing Online. The number of students was 4,133, with 1,255 
taking the WOL computer test and 2,878 taking the paper main NAEP 
writing assessment. Students were included only if they responded to both 
essays and, for main NAEP writing, only if the tasks were administered in 
the same order as those in WOL. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

School location. Table 4-6 gives the mean scores by 
type of school location. Here, too, the statistical 
tests were computed for the subset of students with 
gender designations (n = 4,116). The between-groups 
results showed expected signifi cant effects for school 
location (F,2,61 = 9.39, p < .05) and gender (F,1,62 
= 44.85, p < .05). There was no signifi cant effect for 
delivery mode (F,1,62 = 0.90, p > .05). However, the 
interaction of delivery mode with school location was 
signifi cant (F,2,61 = 3.45, p < .05). The within-groups 
results showed no signifi cant interaction of essay with 
school location (F,2,61 = 1.65, p > .05), essay with de-
livery mode (F,1,62 = 1.35, p > .05), essay with gender 
(F,1,62 = 0.31, p > .05), or essay, delivery mode, and 
school location (F,2,61 = 1.89, p > .05). Table 4-6 

 Post-hoc tests showed that students from urban 
fringe/large town locations performed signifi cantly 
higher on the paper as compared to the computer 
test (F,1,62 = 5.05, p < .05).10 The size of the effect was 
about .15 in the standard deviation units of the paper 
group, not even a “small” effect in the classifi cation 
system proposed by Cohen (1988).11  No signifi cant 
differences between modes were apparent for stu-
dents from central city (F,1,62 = 1.55, p > .05) or from 
rural/small town (F,1,62 = 1.86, p > .05) locations.

10 The post-hoc test was a repeated-measures ANOVA done separately for each category of school location. The independent variables were 
delivery mode and essay, with repeated measures on the essay factor. The dependent variable was essay score. 

11 Cohen (1988) suggests, as a rule of thumb, that .2 be considered a minimum for “small” effects, .5 a minimum for “medium” effects, and 
.8 a minimum for “large” effects.
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Table 4-7. Mean scores for students drawn from main 
 NAEP who took the Writing Online test and for
 students responding to the same essays on
 paper in the main NAEP writing assessment, by
 student eligibility for free/reduced-price school
 lunch and essay, grade 8: 2002

Student eligibility for free/
reduced-price school lunch WOL

Paper and 
pencil

Save a Book

  Eligible 3.1 (0.06) 3.2 (0.06)

  Not eligible 3.8 (0.05) 3.8 (0.05)

  Unavailable 3.4 (0.17) 3.9 (0.09)

School Schedule

  Eligible 3.1 (0.06) 3.1 (0.06)

  Not eligible 3.7 (0.07) 3.7 (0.04)

  Unavailable 3.2 (0.16) 3.9 (0.11)

NOTE: WOL = Writing Online. The number of students was 4,133, with 1,255 
taking the WOL computer test and 2,878 taking the paper main NAEP 
writing assessment. Students were included only if they responded to both 
essays and, for main NAEP writing, only if the tasks were administered 
in the same order as those in WOL. “Unavailable” includes students with 
missing data for this variable. Standard errors are in parentheses. 

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

Eligibility for free/reduced-price school lunch. Table 
4-7 gives the mean scores by eligibility for free/re-
duced-price school lunch. As in the other population 
group analyses, the means were tested only for those 
students with gender designations (n = 4,116). The 
between-groups results showed expected signifi cant 
effects for eligibility for free/reduced-price school 
lunch (F,2,61 = 69.26, p < .05) and gender (F,1,62 = 
54.38, p < .05). There was also a signifi cant effect for 
delivery mode (F,1,62 = 5.23, p < .05), but no signifi -
cant interaction of delivery mode with eligibility for 
free/reduced-price school lunch (F,2,61 = 2.59, p > 
.05). The within-groups results showed no signifi cant 
interaction of essay with eligibility for free/reduced-
price school lunch (F,2,61 = 1.11, p > .05), essay with 
delivery mode (F,1,62 = 0.04, p > .05), essay with gen-
der (F,1,62 = 0.18, p > .05), or essay, delivery mode, 
and eligibility for free/reduced-price school lunch 
(F,2,61 = 0.94, p > .05). Table 4-7 

 Because the effect for delivery mode was sig-
nifi cant in the above model and the interaction of 
delivery mode and eligibility for free/reduced-price 
school lunch was not, the model was rerun without 
the interaction. In this new model, which controls 
for eligibility for free/reduced-price school lunch 
and gender, delivery mode was no longer signifi cant 
(F,1,62 = 2.22, p > .05). 

School type. The mean scores by school type are 
presented in table 4-8. Between-groups results for 
the subset of students with gender designations (n = 
4,116) showed a signifi cant effect for gender (F,1,62 = 
44.69, p < .05) but no signifi cant effect for school type 
(F,1,62 = 3.63, p > .05).  There were no signifi cant ef-
fects either for delivery mode (F,1,62 = 2.87, p > .05) 
or for the interaction of delivery mode with school 
type (F,1,62 = 2.66, p > .05). As to the within-groups 
results, there were no signifi cant interactions of essay 
with school type (F,1,62 = 0.37, p > .05), essay with de-
livery mode (F,1,62 = 0.02, p > .05), essay with gender 
(F,1,62 = 0.29, p > .05), or essay, delivery mode, and 
school type (F,1,62 = 0.17, p > .05).

Table 4-8. Mean scores for students drawn from main NAEP  
 who took the Writing Online test and for students
 responding to the same essays on paper in the  
 main NAEP writing assessment, by school type  
 and essay, grade 8: 2002

School type WOL
Paper and 

pencil

Save a Book

  Public 3.5 (0.04) 3.6 (0.03)

  Nonpublic 3.6 (0.26) 4.0 (0.11)

School Schedule

  Public 3.5 (0.05) 3.5 (0.04)

  Nonpublic 3.5 (0.23) 3.9 (0.10)

NOTE: WOL = Writing Online. The number of students was 4,133, with 1,255 
taking the WOL computer test and 2,878 taking the paper main NAEP 
writing assessment.  Students were included only if they responded to both 
essays and, for main NAEP writing, only if the tasks were administered in 
the same order as those in WOL.  Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.
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Table 4-9. Unweighted means for students randomly 
 assigned to take the Writing Online test on
 laptop and web-connected school desktop 
 computers, grade 8: 2002

Essay NAEP laptop 
Web-connected 

school computer 

Save a Book 3.3 (0.22) 3.9 (0.15)

School Schedule 3.4 (0.22) 3.5 (0.17)

NOTE: Only those students responding to both essays are included. The 
number of students responding to both essays was 76, with 31 responding 
on laptop and 45 on desktop. Standard errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

 In sum, the only statistically signifi cant interaction 
of population group with delivery mode detected was 
for one category of school location and, for that case, 
the effect size could be considered “small.” This fi nd-
ing suggests that computer delivery does not gener-
ally disadvantage NAEP reporting groups. Further-
more, the fact that the delivery mode main effects 
were also not signifi cant in these analyses supports 
the lack of performance differences found across as-
sessment modes, as indicated earlier in this report.

 Performance as a Function of Computer Type
Because a large number of schools did not have 
the particular equipment, connectivity, or software 
required to administer the WOL study, NAEP staff 
brought laptops into schools to administer the test. 
As a result, approximately 65 percent of students took 
the WOL test on laptop computers.

 The laptops used in this study had smaller screens 
and keyboards, as well as different keyboard layouts, 
than those found on many school computers, the 
overwhelming majority of which were desktops in 
early 2002 when WOL was administered. These dif-
ferences, combined with the fact that most students 
would have been more familiar with their school 
computers than with the NAEP laptops, may have 
affected writing performance in construct-irrelevant 
ways. The fact that tests presented on laptop and 
school computers might not be comparable could 
pose a problem for NAEP. If the performance differ-
ences were large enough, NAEP’s population esti-
mates could change simply as a function of the mix of 
laptops and school computers used in the assessment. 
Further, this mix would likely change over time as 
more schools were able to participate in NAEP assess-
ments using their own web-connected machines.12

 The research literature on the comparability of 
scores between laptop and desktop computers is 
almost non-existent. One study, conducted by Powers 
and Potenza (1996), assessed the performance of 199 
fi rst-year graduate students and upper-division under-
graduates. Each participant took two parallel verbal 
and quantitative test forms, one on desktop and 
one on laptop, with order of administration of the 
computing platforms and the test forms counterbal-
anced across participants. Each form contained one 
essay. Results showed a mode-by-order interaction, 

with study participants who wrote fi rst on desktop 
and then on laptop performing less well by a small 
amount on their second essay (taken on laptop) than 
on their fi rst (taken on desktop). Those who took the 
test on laptop fi rst showed no difference in perfor-
mance between essays.

 To assess the effect of computer type on writing 
performance, an experiment was conducted in nine 
participating schools, which included three low-, 
three middle-, and three high-socioeconomic sta-
tus (SES) institutions, based on median income as 
indicated by school zip-code information reported in 
the 1990 Census. All of the schools had the capabil-
ity to administer WOL over the Internet using their 
own desktop computers and, as a consequence, 
this sample is not representative of the population. 
Eighty-eight students participated (51 male and 37 
female students) in the experiment.13 The selected 
students were randomly assigned to either a desktop 
or laptop computer for the test, and all students 
received the two WOL essays in the same order. The 
procedures for selecting students in the participating 
schools and for administering the test were identical 
to the procedures followed at all other WOL schools.  

 The essay means for students responding to the 
laptop and desktop administrations are shown in 
table 4-9. Table 4-8

12 School machines vary too in ways that may possibly affect performance. This naturally occurring equipment variation was not evaluated 
in this study.

13 The total number of students used for the analysis was 76, as only students who responded to both writing tasks were included.
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Table 4-10. Mean scores, by computer type, for Writing
 Online students drawn from the main NAEP
 writing sample, grade 8: 2002

Essay NAEP laptop 
Web-connected 

school computer 

Save a Book 3.5 (0.06) 3.7 (0.09)

School Schedule 3.5 (0.08) 3.6 (0.11)

NOTE: The number of students was 687, with 256 responding on web-
connected school computers and 431 on laptop computers. Standard 
errors are in parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, 
National Center for Education Statistics, National Assessment of 
Educational Progress (NAEP), 2002 Writing Online Study.

 The differences between the unweighted student 
means shown in table 4-9 were tested using a repeated-
measures analysis of variance in which the dependent 
variable was essay score.14  The factors were computer 
type (laptop vs. web-connected school desktop) and 
gender. 

 The results of the ANOVA showed no signifi cant 
main effect for computer type (F,1,72 = 2.83, p > .05). 
That is, across both essays, the mean score for stu-
dents taking WOL on laptop computers was not sig-
nifi cantly different from the mean score for students 
taking WOL on school desktops. Although there was 
an expected main effect for gender (F,1,72 = 9.40, p 
< .05), there was no signifi cant effect for the interac-
tion of gender with computer type (F,1,72 = 0.78, p 
> .05), meaning that the difference in performance 
between using a laptop computer and a desktop com-
puter was the same for male and female students. 

 With respect to the within-subjects effects, no 
signifi cant difference was detected between essays 
(F,1,72 = 2.33, p > .05), but an essay-by-computer-type 
interaction was found (F,1,72 = 4.63, p < .05), suggest-
ing that computer type was related to performance 
differently for each task. There was no interaction of 
essay with gender (F,1,72 = 2.18, p > .05), or of essay, 
computer type, and gender (F,1,72 = 0.05, p > .05).15  
Post-hoc, one-tailed tests indicated that students per-
formed signifi cantly better on desktop than laptop 
for “Save a Book” (t,75 = -2.40, p < .05), but that the 
computer types were not signifi cantly different for 
“School Schedule” (t, 75 = -0.40, p > .05). 

 Because the sample sizes in the experiment were 
very small and unrespresentative, the performance of 
students on school computers compared with NAEP 
laptops was also evaluated in the larger WOL sample. 
In contrast to this experiment, among all students 
taking WOL the assignment to computer type was 
nonrandom, based on whether school computers 
and connectivity matched WOL requirements. This 

14 This analysis was conducted with the SAS GLM procedure. It was used instead of the WESVAR repeated-measures ANOVA employed 
elsewhere in the study because, in the absence of the need for sampling weights, the SAS GLM ANOVA is simpler to implement. 

15 The ANOVA model was rerun substituting school SES (low, medium, high) for gender with substantively the same results: no signifi cant 
between-groups effect for computer type (F,1,70 = 2.59, p > .05), school SES (F,2,70 = 1.21, p > .05), or the interaction of school SES with 
computer type (F,2,70 = 1.43, p > .05). Within groups, there was no signifi cant difference between essays (F,1,70 = 2.46, p > .05), a signifi -
cant essay-by-computer-type interaction (F,1,70 = 4.89, p < .05), and no interaction of essay with SES (F,2,70 = 1.43, p > .05) or of essay, 
computer type, and SES (F,2,70 = 2.76, p > .05).

16 Main NAEP writing performance was indicated by the fi ve plausible values associated with each student, which WESVAR uses to compute 
the group means and variances. The sample size for this analysis was 685, with two students deleted because they were missing plausible 
values.

17 When main NAEP writing performance is omitted from the model (n = 687), there is also no signifi cant main effect for computer type 
(F,1,62 = 1.16, p > .05) and no interaction of computer type with essay (F,1,62 = 0.08, p > .05). 

assignment could have been correlated with school 
location, school type, or socioeconomic status and, 
thereby, with writing skill level. 

 Table 4-10 shows the (weighted) mean scores for 
WOL students drawn from the main NAEP writing 
sample by the type of computer on which the WOL 
test was taken. Table 4-9

 These means were tested using a repeated-mea-
sures ANOVA with computer type (laptop vs. school 
computer), main NAEP writing performance (as a co-
variate), and essay as the independent variables, with 
repeated measures on the essay factor.16  The depen-
dent variable was essay score. Results of this analysis 
indicated that, accounting for main NAEP writing 
performance, there is no difference between the 
scores of students taking WOL on laptop vs. school 
computer (F,1,62 = 0.56, p > .05) and no interaction 
of computer type with essay (F,1,62 = 0.06, p > .05).17

 While there appears to be no impact of computer 
type on WOL writing performance for students 
generally, it is fair to ask whether computer type af-
fects certain population groups. Table 4-11 shows the 
means for students by gender. Table 4-10
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Table 4-11. Mean scores, by gender and computer type, for Writing Online students drawn from the main NAEP writing sample, 
 grade 8: 2002

Male Female

Essay NAEP laptop
Web-connected school 

computer NAEP laptop
Web-connected 

school computer

Save a Book 3.4 (0.09) 3.2 (0.12) 3.6 (0.10) 4.1 (0.11)

School Schedule 3.3 (0.10) 3.2 (0.12) 3.7 (0.10) 4.0 (0.11)

NOTE: The number of students was 684, with 256 responding on web-connected school computers and 428 on NAEP laptop computers. Standard errors are in 
parentheses.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 These means were tested using a repeated-mea-
sures ANOVA with computer type (laptop vs. school 
computer), gender, and essay as the independent 
variables, and main NAEP writing performance as a 
covariate. Repeated measures were conducted on the 
essay factor. The dependent variable was essay score. 
Accounting for main NAEP writing performance (n = 
680), there was no difference between the scores for 
students taking WOL on laptop versus school com-
puter (F,1,62 = 0.84, p > .05). There was an expected 
main effect for gender (F,1,62 = 10.66, p < .05) but, 
more importantly, a signifi cant interaction of gender 
with computer type (F,1,62 = 6.38, p < .05), indicating 
that the difference in performance between com-
puter types was not the same for male and female 
students. The within-group results showed no inter-
action of essay with computer type (F,1,62 = 0.00, p 
> .05), with gender (F,1,62 = 0.04, p > .05), or with 
gender and computer type (F,1,62 = 3.81, p > .05).18

 Because the difference in laptop versus school-
computer performance was not the same for males 
and females, the above analysis was followed by con-
ducting a repeated-measures ANOVA separately for 
each gender group. These ANOVAs used computer 
type and essay as independent variables, with re-
peated measures on the essay factor, and main NAEP 
performance as a covariate. The dependent variable 
was essay score. Accounting for main NAEP writing 
performance, there was no difference between the 
scores for male students taking WOL on laptop vs. 
school computer (F,1,62 = 0.89, p > .05) and there 
was no interaction between essay and computer type 
(F,1,62 = 1.59, p > .05). Female students, however, 

performed signifi cantly higher on school computers 
than on the NAEP laptop computers (F,1,62 = 5.12, p 
< .05). According to the rule of thumb suggested by 
Cohen (1988), the size of the effect was small, about 
.39 standard deviations in the units of the school-
computer group. Finally, for female students, there 
was no interaction between essay and computer type 
(F,1,62 = 1.41, p > .05).

 The preceding analysis found female students to 
perform better on school computers than on NAEP 
laptops. Do females also write longer essays on school 
computers? To evaluate this possibility, the same 
repeated-measures ANOVA as above (n = 680) with 
gender groups combined was executed, but with es-
say length instead of score as the dependent variable. 
Although, after accounting for main NAEP writing 
performance, this analysis showed a signifi cant effect 
for gender (F,1,62 = 23.36, p < .05), there was no ef-
fect for computer type (F,1,62 = 0.01, p > .05) or for 
the interaction of gender and computer type (F,1,62 
= 2.33, p > .05). Further, there were no signifi cant 
interactions of essay with computer type (F,1,62 = 
0.97, p > .05), with gender (F,1,62 = 0.75, p > .05), or 
with computer type and gender (F,1,62 = 1.67, p > 
.05). Thus, for any given level of writing skill, female 
students generate longer essays than male students, 
but this propensity holds regardless of computer plat-
form.

 In sum, the results comparing NAEP laptop and 
school computer performance are not completely 
consistent. In the experimental substudy, students 
generally scored lower on laptop than desktop for 
one of the two essays. This effect was not duplicated, 

18 When main NAEP writing performance is removed from the model, the same substantive results were obtained. There was no effect for 
laptop vs. school computer (F,1,62 = 1.58, p > .05), a main effect for gender (F,1,62 = 37.88, p < .05), an interaction of gender with com-
puter type (F,1,62 = 10.35, p < .05), and no interaction of essay with computer type (F,1,62 = 0.01, p > .05), with gender (F,1,62 = 0.41, p > 
.05), or with gender and computer type (F,1,62 = 3.58, p > .05).
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however, in the quasi-experimental comparison 
conducted in the larger WOL main NAEP writing 
sample. Instead, the quasi-experimental analysis 
showed female students performing lower on the 
NAEP laptops for both essays. In any case, the results 
do suggest that students may sometimes obtain dif-
ferent scores on writing tests administered on laptop 
versus school machines.

 Performance as a Function of Computer 
Experience
Does familiarity with computers affect writing test 
performance in unwanted ways? Several studies have 
looked at the relationship of computer familiarity to 
writing test performance, although the results are 
not entirely consistent. For example, Wolfe, Bolton, 
Feltovich, and Bangert (1996) and Wolfe, Bolton, Fel-
tovich, and Niday (1996) found that secondary school 
students with less experience writing on computer 
were disadvantaged by having to test that way. In 
the fi rst study, tenth-grade students with little or no 
experience using computers outside of school scored 
higher on pen-and-paper essays than on computer-
written ones, whereas students with a lot of computer 
experience showed no difference in performance 
across modes. In the second study, less experienced 
students achieved lower scores, wrote fewer words, 
and wrote more simple sentences when tested on 
computer than when they tested on paper. Students 
with more experience writing on computer achieved 
similar scores in both modes, but wrote fewer words 
and more simple sentences on paper than on com-
puter. Russell (1999) found that, after controlling 
for reading performance, middle school students 
with low keyboarding speed were disadvantaged by a 
computer-writing test relative to students with similar 
low levels of keyboarding skill taking a paper test. 
The opposite effect was detected for students with 
high keyboarding speed, who fared better on the 
computer than on paper examinations. In a subse-
quent investigation, however, Russell and Plati (2000) 
found eighth- and tenth-grade students performed 
better on the computer-writing test regardless of their 
keyboarding speed. 

 Except for students from urban fringe/large town 
schools, the traditional NAEP reporting groups do not 
seem to be differentially affected by computer delivery. 
However, it may still be the case that computer 
familiarity itself affects online test performance. How 
familiar were eighth-grade students with computers 

as of spring 2002? Students’ responses to background 
questions collected in this study provide a partial 
answer.19  Responses suggest that most eighth-grade 
students have access to computers at school and home, 
use computers frequently, and have positive attitudes 
toward them. For example, the large majority of 
students indicated that they use a computer at home 
(91 percent) and that they use the computer at least 
to some extent to fi nd information on the Internet for 
school projects or reports (97 percent). The majority 
also said that they use a computer outside of school 
at least two or three times a week (80 percent). (Only 
six percent of students indicated they never use a 
computer outside of school, and only 13 percent 
said they never use a computer at school.) Finally, 
the majority of students reported that learning is 
more fun on the computer (85 percent), they get 
more done when they use a computer for schoolwork 
(75 percent), and they are more motivated to start 
schoolwork if they use the computer (71 percent). 

 To what extent do students use computers for writ-
ing? Although almost all students report using a com-
puter to write at least to some degree, there is consid-
erable variation: In rounded percentages, the results 
for all students show that 29 percent indicate using a 
computer to write “to a large extent,” 41 percent “to a 
moderate extent,” 22 percent “to a small extent,” and 
7 percent “not at all.”  

 How do students use computers for writing? Again, 
there is wide variation: 32 percent report that they 
“always” use a computer to write a paper from the 
beginning, 42 percent say they do this “sometimes,” 
and 25 percent indicate that they “never” use a com-
puter in this way. What the large majority of students 
(69 percent) report doing, however, is “always” using 
a computer to type fi nal copy of a report that they 
wrote by hand. Appendix H gives additional response 
data about specifi c writing uses.

 Although computer familiarity can be measured in 
many ways, for purposes of this study, familiarity was 
defi ned as having experiential and hands-on compo-
nents. Theoretically, these components should over-
lap but still be separable. For instance, a student may 
have had several years of experience with a computer 
but be neither fast nor accurate in typing. Further-
more, a minimal level on each component should, 
in theory, be present before a student can effec-
tively take an online writing test. For example, some 
amount of previous computer experience might allow 
quicker adaptation to the test’s navigational and input 

19 The background questions used in WOL were selected from among questions previously administered in the 1998 and 2002 main NAEP 
writing assessments. (See appendix D for the WOL questions.) The percentages reported herein are from all students who took WOL.
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procedures, which in the WOL test were designed 
to be consistent with common software conventions. 
Likewise, some degree of automaticity in hands-on 
skill is necessary so that the student can focus on 
composing the substance of the essay and not on the 
mechanics associated with its entry. 

 To measure computer familiarity in the WOL 
study, two sets of indicators were used, one related 
to experience and one to hands-on skill. The fi rst set 
came from the 37 self-reported background questions 
administered to students taking WOL. The rationale 
for using these questions as measures of computer 
familiarity is that they are routinely used in NAEP for 
reporting on computer access and use among school 
children. Additionally, similar questions have been 
used as indicators of computer familiarity in other 
major comparability studies (e.g., Taylor, Jamieson, 
Eignor, and Kirsch 1998). To evaluate the utility of 
these questions for measuring computer familiarity, 
various composites were created and related to WOL 
performance in the sample drawn from main NAEP 
reading. 

 The set of indicators selected to measure comput-
er experience consisted of two composite variables, 
each created from a group of background questions. 
Figure 4-1 shows the two sets of background questions 
that were both substantively relevant and signifi cantly 
related to WOL performance in the sample drawn 
from main NAEP reading. Questions 1–8 contributed 
to the “Extent of computer use” composite indicator, 
and questions 29–34 contributed to the “Computer 
use for writing” composite indicator.

 For each question set, a single score was cre-
ated by making the response to each question 
dichotomous, then summing the responses. Thus, 
the responses to questions 1–8 were converted to a 
0–8 scale after grouping the “Not at all” and “Small 
extent”categories with one another and similarly 
collapsing the “Moderate extent” and “Large extent” 
categories. Responses for questions 29–34 were con-
verted to a 0--6 scale after grouping the “Sometimes” 
and “Never or hardly ever” categories together.20 
 Figure 4.1

Figure 4-1.  Self-reported computer-familiarity questions administered to students taking Writing Online, grade 8: 2002

To what extent do you do the following on a computer? Include things you do in school and things you do outside of 
school. (Choices: Not at all, Small extent, Moderate extent, Large extent)

1. Play computer games
2. Write using a word processing program
3. Make drawings or art projects on the computer
4. Make tables, charts, or graphs on the computer
5. Look up information on a CD
6. Find information on the Internet for a project or report for school
7. Use email to communicate with others
8. Talk in chat groups or with other people who are logged on at the same time you are

When you write a paper or report for school this year, how often do you do each of the following?
(Choices: Almost always, Sometimes, Never or hardly ever)

29. Use a computer to plan your writing (for example, by making an outline, list, chart, or other kind of plan)
30. Use a computer from the beginning to write the paper or report (for example, use a computer to write 
 the fi rst draft)
31. Use a computer to make changes to the paper or report (for example, spell-check, cut and paste)
32. Use a computer to type up the fi nal copy of the paper or report that you wrote by hand
33. Look for information on the Internet to include in the paper or report
34. Use a computer to include pictures or graphs in the paper or report

NOTE: The responses to all questions were collapsed to a 0/1 score and the results then summed across questions within a set.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

20 Coeffi cient alpha reliabilities for the “Extent of computer use” and “Computer use for writing” scores were .55 and .65, respectively.
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21 The standardized regression weights for the three index components were .52 for typing speed, .19 for editing skill, and -.10 for typing 
accuracy. These weights give an indication of the relative importance of each component to the hands-on index.

22 The sample drawn from main NAEP reading was used to select the hands-on variables and to derive their best linear composite. This 
composite was then applied in the main NAEP writing sample. The two samples were used to avoid the potential for capitalizing on 
chance that would be present if the variables had been selected, their composite derived, and that composite applied all in the same 
sample.

Table 4-12.  Components of the hands-on computer skills measure, grade 8: 2002

Component Defi nition Scale Range

Typing speed Number of words typed within two minutes from a 78-word 
passage presented on-screen.

0–78

Typing accuracy Sum of punctuation, capitalization, spacing, omission, and 
insertion errors made in typing the above passage.

0 – maximum number of errors made

Editing Number of editing tasks completed correctly, including 
correcting the spelling of a word, deleting a word, inserting a 

word, changing a word, moving a sentence.

0–5

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 The second set of computer familiarity indicators 
came from the hands-on exercises that preceded 
the test. Several measures were included that were 
intended to tap various components of computer skill 
related to taking an online writing test. From these 
measures, a subset was selected by relating the hands-
on measures to WOL performance in the sample 
drawn from main NAEP reading. 

 Three variables were theoretically meaningful 
and showed signifi cant relationship to WOL perfor-
mance. The variables, described in table 4-12, were 
typing speed, typing accuracy, and editing skill. (Sum-
mary statistics are given in appendix I.) For an online 
writing test, some minimum level of each is helpful, 
if not required, for successful performance. Speed 
is needed to ensure that a complete response can 
be entered before the testing time elapses. Accuracy 
is important because faulty entry can obscure or 
change meaning. Finally, editing skill, which con-
cerns command of basic word processing functions, 
can help the writer to revise text more effectively and 
quickly. For analysis purposes, typing speed, typing 
accuracy, and editing skill were combined to form a 

single hands-on computer skill index, with that index 
defi ned as the best linear composite from the regres-
sion of WOL score onto the three variables, where 
the regression was computed in the sample drawn 
from main NAEP reading.21

 Table 4-13 gives the correlations among the WOL 
self-report computer familiarity questions, the hands-
on computer skills measure, WOL performance, and 
the main NAEP performance for those main NAEP 
writing students taking WOL.22  (Summary statistics 
are given in appendix H.) As the table shows, hands-
on computer skill is moderately related to both 
WOL essays and to main NAEP writing performance. 
Also, hands-on computer skill is unrelated or weakly 
related to the self-reported computer familiarity 
indicators. The two types of familiarity indicators, 
then, seem to have little overlap with one another, 
suggesting that each may, in fact, be tapping rela-
tively independent components of familiarity. Equally 
important, both the extent of computer use and the 
hands-on computer skill measure show some poten-
tial to predict online test performance. 
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Table 4-13. Correlations among Writing Online self-reported computer familiarity questions, hands-on computer skills, Writing
 Online scores, and main NAEP writing performance for Writing Online students drawn from the main NAEP writing 
 assessment, grade 8: 2002

Variable
Extent of 

computer use
Computer use 

for writing
Hands-on 

computer skill Save a Book School Schedule

Computer use for writing .40*

Hands-on computer skill .19* .07

Save a Book .16* .06 .48*

School Schedule .14* .01 .52* .64*

Main NAEP writing performance .08* .02 .42* .53* .55*

* Signifi cantly different from zero at p < .05.

NOTE: Sample sizes range from 679 to 687. The main NAEP writing performance is the fi rst plausible value. Extent of computer use was scored 0-8, computer use 
for writing 0-6, and hands-on computer use was the best linear composite of three polytomously scored variables.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

23 Twenty-seven students were not included in the analysis because they did not respond to the minimum number of background questions 
required to form the “computer use for writing” measure, or they did not have main NAEP writing performance information.

24 That computer familiarity plays a signifi cant role in WOL performance may explain why WOL score reliability was not lower than the 
paper main NAEP score reliability even though the WOL reader agreement was lower. The correlation between WOL essays was likely 
increased by the fact that the score on each essay was in part a function of each student’s computer familiarity. Computer familiarity 
would not be expected to increase the correlations between paper main NAEP essays in the same way.

 To examine whether computer familiarity af-
fects online test performance, a repeated-measures 
ANOVA was conducted with 660 students drawn from 
the main NAEP writing assessment who responded to 
both computer-administered WOL essays.23  Because 
it is conducted within the WOL sample, this analysis 
avoids the potential effects of demographic differ-
ences between the paper and WOL samples. In this 
analysis, the independent variables were extent of 
computer use, computer use for writing, hands-on 
computer profi ciency, main NAEP writing perfor-
mance, and essay, with repeated measures on this 
last factor. Main NAEP writing performance was 
included to account for the possibility of a relation-
ship between academic skill and computer familiarity, 
as when more scholastically accomplished students 
tend also to be more technologically profi cient. The 

between-subjects results showed no signifi cant effects 
for extent of computer use (F,1,62 = 2.65, p > .05) or 
for computer use for writing (F,1,62 = 0.64, p > .05). 
However, there was a signifi cant effect for hands-
on computer profi ciency (F,1,62 = 93.40, p < .05). 
Within-subjects, there were no signifi cant interactions 
of essay with extent of computer use (F,1,62 = 0.06, 
p > .05), computer use for writing (F,1,62 = 2.20, 
p > .05), or hands-on computer profi ciency (F,1,62 = 
3.86, p > .05). Thus, after accounting for paper writ-
ing performance, computer experience, in the form 
of keyboarding profi ciency, does appear to play a role 
in WOL performance. Some sense of the magnitude 
of this role can be gleaned from examining the incre-
mental variance accounted for by different variables 
in the model. Paper writing performance accounts 
for 36 percent of the variance in WOL scores. Adding 
the three computer familiarity variables to the model 
increases the variance accounted for in WOL scores 
to 47 percent.24 
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 Does computer familiarity matter more for one 
population group than another? To fi nd out, gender 
was added to the model to see if there were signifi -
cant interactions with the two self-reported familiar-
ity variables or with the hands-on indicator. (Other 
population groups were not examined due to sample-
size limitations.)  Results from the repeated-measures 
ANOVA are presented in appendix J. In this model, 
the main effect for hands-on computer skill is still 
signifi cant, and there is a signifi cant interaction of 
this variable with essay, indicating that when gender 
is in the model, computer skill matters more for per-
formance on one essay than on the other. However, 
none of the interactions with gender was found to be 

statistically signifi cant; in other words, there were no 
measurable differences in the relationship between 
computer skill and WOL performance for male ver-
sus female students.

 In sum, computer familiarity in the form of hands-
on skill affects online writing test performance. The 
relationship is such that students with more hands-on 
skill score higher than those with less skill, holding 
constant their writing profi ciency as measured by 
paper writing tests. Thus, while no measurable differ-
ences between computer and paper tests of writing 
were detected for the population as a whole, the two 
delivery modes are apparently not comparable for 
individuals.
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 5. Effi ciency Issues

This section addresses issues concerning the effi cien-
cy of technology-based assessment. In particular:

• Is a technology-based writing assessment more 
cost-effective or timely than a paper one?

• How might technological advances like web de-
livery and automated essay scoring affect the cost 
and timeliness of assessment? 

 Relative Timeliness and Costs of Computer- vs. 
Paper-Based Assessment
The data presented thus far in this report speak to 
the measurement and equity issues around using 
computer delivery as an alternative to paper delivery 
of NAEP writing assessments. But how might a com-
puter-delivered NAEP writing assessment compare 
with a paper-based assessment in terms of cost and 
timeliness?

Relative Timeliness of Computer vs. Paper Testing
Figure 5-1 shows the key steps in the conventional 
paper administration (from pilot test to operational 
assessment), along with the likely steps for online 
delivery. Also included for each step are estimated 
elapsed times in calendar days. The elapsed-time 
estimates were based on the combined judgments of 
two NAEP WOL test developers with considerable 
experience in the operational NAEP paper-testing 
program. Because their judgments are based on only  
a single online testing experience, this comparison 
should be regarded as suggestive. For the pilot stage, 
the estimated number of calendar days needed would 
be similar for paper delivery (217 days) and for com-
puter delivery (206 days). For the operational stage, 
however, the estimates are about 30 percent shorter 
for computer delivery (109 days) than for paper deliv-
ery (156 days). The primary reason for this difference 
is that fewer steps are expected to be required in the 
computer delivery process. Figure 5.1
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Figure 5-1.  Key steps in NAEP paper vs. computer writing test delivery, with estimated elapsed times

Pilot test

Paper delivery Computer delivery

Step

Estimated 
elapsed time 

in days Step

Estimated 
elapsed time 

in days

See notes at end of fi gure.    

 Draft items created on paper, reviewed, and 
revised by NAEP staff 

30

 NCES paper review of items 10

 Initial version of items produced online 5

 Subject-area committee review of items 
online via World Wide Web (WWW)

7

 Items revised by NAEP staff 5

 Items reviewed by state education offi cials 
online via WWW

7

 Subject-area committee review of items 
online via WWW

7

 NAGB/NCES review items online via WWW 
for clearance

10

 Items revised online as necessary and 
assembled into blocks

5

 Items formatted for online delivery 10

  Test administered online or on NAEP laptops 35

 Student data transferred from laptops 
(where used) to NAEP database.  School 
computer data delivered directly to scoring 
contractor

10

 Training samples selected for scoring  15

 Student responses used to refi ne automated 
scoring algorithms for those items to be 
scored by machine

20

 Items either automatically scored or scored 
online by trained NAEP raters

10

 Scores sent to NAEP database 10

 Data sent to analysis contractor 10

 Draft items created on paper, reviewed, and 
revised by NAEP staff 

30

 NCES review of items 10

 Subject-area committee review of items 3

 Items revised by NAEP staff 5

 Items reviewed by state education offi cials 5

 Subject-area committee review of items 3

 Clearance package sent to NAGB/NCES for 
review

5

 Comments received from NCES/NAGB 10

 Items revised as necessary and assembled 
into pilot blocks

5

 Camera-ready blocks produced and sent to be 
printed

10

 Bluelines (printer proofs) of test booklets 
produced

15

 Test booklets printed, spiraled, bundled, and 
shipped to administrators

17

 Test administered 35

 Test booklets returned to scoring contractor for 
scanning

10

 Training samples selected for scoring 15

 Selection of training samples reviewed at 
committee meeting  

4

 Scanned handwritten responses scored online 
by trained NAEP raters

15

 Scores sent to NAEP database 10

 Data sent to analysis contractor 10

Total 217 Total 206
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Figure 5-1.  Key steps in NAEP paper vs. computer writing test delivery, with estimated elapsed times—Continued 

Operational Assessment

Paper delivery Computer delivery

Step

Estimated 
elapsed time 

in days Step

Estimated 
elapsed time 

in days

NOTE: Time estimates assume a 40-item pilot test and a 20-item operational test. Elapsed times do not represent levels of effort. NAGB = National Assessment 
Governing Board. NCES = National Center for Education Statistics.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

Total 156 Total 109

 Final test items selected and revised as 
necessary

7

 Subject-area committee review of fi nal 
versions of items

4

 Items revised by NAEP staff 3

 Clearance package sent to NAGB/NCES for 
review

5

 Comments received from NCES/NAGB 10

 Items revised as necessary 3

 Camera-ready blocks produced and sent to be 
printed

5

 Bluelines (printer proofs) of test booklets 
produced

10

 Test booklets printed, spiraled, bundled, and 
shipped to administrators

17

 Test administered 35

 Test booklets returned to scoring contractor for 
scanning

10

 Training samples selected for scoring 8

 Selection of training samples reviewed at 
committee meeting  

4

 Scanned responses scored online by trained 
NAEP raters

15

 Scores sent to NAEP database 10

 Data sent to analysis contractor 10

 Final test items selected and revised as 
necessary

7

 Subject-area committee review of fi nal 
versions of items online via World-Wide Web 
(WWW)

5

 Items revised by NAEP staff 3

 NAGB/NCES review items online via WWW 
for clearance

10

 Items revised online as necessary 3

 Test administered online or on NAEP laptops 35

 Student data transferred from laptops 
(where used) to NAEP database. School 
computer data delivered directly to scoring 
contractor

10

 Training samples selected for scoring  8

 Items either automatically scored or scored 
online by trained NAEP raters

8

 Scores sent to NAEP database 10

 Data sent to analysis contractor 10
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Relative Costs of Computer vs. Paper Testing
This section looks at the comparative costs of item 
and software development, delivery and administra-
tion, and scoring for the two testing modes.

Relative costs of item and software development. 
The cost of creating new items for online delivery 
of writing assessments should be similar to costs for 
paper delivery, but will depend somewhat on whether 
the requisite online tools exist in the delivery soft-
ware. Commercial web-delivery systems generally 
have the necessary templates for item authoring, 
tutorials to show students how to respond, and the 
associated tools for word processing. For writing tests, 
the screen will usually consist of an area that displays 
the essay task, a response area into which text can be 
typed, and associated tools. In the software used for 
WOL, these tools included cut, copy, paste, undo, 
spell-checker, and hide task (to increase the size of 
the response area). 

Relative costs of assessment delivery and administration.
Delivery and administration costs for an online assess-
ment, which are not needed in a paper assessment, 
include licenses or development fees for the testing 
software; central hosting of that software, the item 
bank, and the student-response database; lease or 
rental of laptops for schools that cannot participate 
using their own computer equipment; copying of test 
software and item banks to the laptops and removal 
of student data from them; shipping of laptops; and 
telephone technical support for fi eld administrators. 

 Some of these delivery and administration costs 
will be quite variable. In particular, laptop costs will 
depend on student sample sizes, number of schools 
participating, and the number of school computers 
that can be used. The number of available school 
computers, will, in turn, depend on the ability of the 
delivery software to accommodate a wide range of 
confi gurations (e.g., PC and Macintosh, broadband 
and dial-up, Internet Explorer and Netscape). Such a 
range, however, could also impact standardization in 
ways that materially affect assessment performance. 
How machine variation affects performance is not yet 
well known.

 As implemented in WOL, fewer students per ses-
sion were tested online than in paper-and-pencil ses-
sions. (NAEP paper administrations routinely assess 
groups of about 30 students at a time.)  This differ-
ence was largely a function of server capacity and the 
need to minimize burden on the fi eld administrators. 
In an operational assessment, NAEP would use a 
production delivery system with greater server capac-
ity and would expect administrators to handle larger 
groups comfortably. Assessing groups of 30 students 
online may be possible in schools that can devote a 
room of certifi able computers to the assessment. In 
those cases where a school cannot, the group size 
will range from fi ve students (the number of laptops 
an administrator can comfortably transport) to that 
amount plus the number of machines the school can 
supply. On average, this number may still be fewer 
than the amount NAEP currently tests on paper 
(perhaps by one-half). That differential will diminish, 
however, as computers become less expensive.
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 While the delivery and administration costs of on-
line assessment can be considerable, these expenses 
can be offset to a degree by eliminating some of the 
high-cost factors of paper delivery, such as test book 
printing, packing, shipping, and tracking the return 
of test materials. In addition, the expense associated 
with occasional last-minute changes to the assess-
ment would be reduced. Changes to test instruments, 
spiraling designs, or sampling plans would otherwise 
need to be made by reprinting, reassembling, or 
repackaging test materials.

Relative costs of scoring.
The cost of scoring computerized writing assessments 
should not differ from current NAEP scoring ex-
penses, so long as human readers are used to evaluate 
essay responses. However, if automated scoring can 
be used along with, or instead of, human readers, 
large cost savings may be achievable. 

 Automated essay scoring has been used opera-
tionally in several testing programs for scoring essay 
responses. These programs include the Graduate 
Management Admission Test, in which a computer-
generated score is used in conjunction with the 
score of a human reader, and the College Board’s 
Writeplacer and ACT’s COMPASS e-Write, where the 
computer is the only grader.

 For automated scoring to be implemented in 
NAEP, one-time investments might need to be made 
in existing operational systems to allow for effi ciently 
training the grading software, integrating scores, and 
back-reading papers. Also, automated scoring may 
be of only limited value at the pilot stage, as opposed 
to the operational stage, of a writing assessment. For 
pilot tests, the sample sizes are smaller than for op-

erational assessments and the cost for human scoring 
is, therefore, relatively low. Furthermore, since items 
may be dropped after pilot testing, any effort and cost 
expended on training automated systems to score 
specifi c items might not carry over to the operational 
stage. However, to the extent that scoring systems do 
not need to be trained for specifi c items, this may not 
be a limitation. 

 In a NAEP writing assessment, automated scoring 
would offer the greatest increase in cost-effectiveness 
for new items delivered to large samples of students 
and for trend items to be used in multiple (computer-
delivered) assessments taken across years. Currently, 
substantial staff preparation, training, and scoring 
time are devoted in each assessment cycle to main-
taining trend. These “trend validation” procedures 
are implemented to ensure that readers score items 
with the same accuracy and standards as in previ-
ous years. A signifi cant benefi t to automated scoring 
would be the elimination of score drift or change in 
agreement from one year to the next. 

 Figure 5-2 summarizes the relative costs for NAEP 
of computer versus paper assessment. Assuming writ-
ing items similar to those currently used in NAEP, 
the costs for an online writing assessment should be 
similar for test development, similar or higher for test 
delivery and administration, and similar or lower for 
scoring. Figu
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Figure 5-2.  Relative costs for NAEP of computer vs. paper writing assessment

Process Relative Cost Comment

Item and Software Development

  Developing writing tasks
  (essays)

Similar Commercial delivery systems generally have item 
templates, tutorial segments, essay presentation and 
answer formats, and supplementary text-processing tools.

Test Delivery and Administration

  Delivering test to schools Similar or higher than 
paper

Includes cost of licensing or developing delivery software 
and hosting software, item bank, and student response 
database. Also includes cost of leasing laptops, loading 
software, shipping, and removing student data.

Computer delivery eliminates costs of printing, packaging, 
shipping, and returning test booklets.

Overall cost difference depends greatly on sample size 
and number of laptops required.

  Preparing for and
  administering test

Similar or higher than 
paper

More time may be required for initial contacts with 
schools and for certifying computers, although that need 
should decrease over time. 

  Providing telephone
  technical support

Similar Help desk is routinely used for paper assessments at 
similar staffi ng level.

  Changing items, spiral
  designs, and sampling
  plans

Lower than paper Eliminates need to reprint, repackage, or reassemble test 
materials.

Scoring

  Automatically scoring
  items

Lower than paper So long as student samples are large or scoring includes 
trend items. 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 Automated Scoring: E-rater®

A technological advance that could help NAEP 
increase effi ciency once it begins delivering writ-
ing assessments online is the automated scoring of 
responses. By reducing or eliminating the need for 
human readers, automated scoring could reduce 
scoring costs while increasing the speed with which 
NAEP analyses can be completed. 

 To investigate the feasibility of automated scoring 
for a NAEP writing assessment, all WOL essays were 

scored using e-rater®, a computer essay scoring sys-
tem developed by Educational Testing Service (ETS). 
The version of e-rater® used for this study, 2.0, is a 
recently released upgrade to the program used for 
production scoring of Graduate Management Admis-
sion Test® (GMAT®) essays by ETS. For the GMAT®, 
each essay was scored by both e-rater® and one hu-
man reader. If there was a discrepancy of more than 
one point on the 1–6 score scale, a second human 
reader was assigned to resolve the discrepancy.
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 The scoring process implemented by e-rater® 
2.0 involves several steps (Burstein, Chodorow and 
Leacock in press; Burstein 2003). First, a training 
sample of essay responses for a given question is se-
lected, where human judges have already scored each 
response. Next, e-rater® extracts values for a fi xed set 
of 12 features from these essays. (See fi gure 5-3 for a 
list of features.) Third, the weights for 11 of these fea-
tures are determined through multiple regression to 
optimally predict the human scores. (The weight for 
the last feature, essay length, is set judgmentally so as 
not to overemphasize the infl uence of this feature on 
score computation.)  Fourth, this regression model is 
cross-validated by using it to predict human scores for 
a new sample of responses to the same essay question. 
Finally, if the model is judged to be acceptable, it is 
used to score the remainder of the essay responses. 

 For potential use in NAEP writing assessments, a 
relevant question is whether e-rater® scores are com-
parable to, or exchangeable with, those of human 

Figure 5-3.  Writing features extracted by e-rater®, grouped by logical dimensions

Dimension Feature

Grammar, usage, 
mechanics, and style 1. Ratio of grammar errors to the total number of words

 2. Ratio of mechanics errors to the total number of words

 3. Ratio of usage errors to the total number of words

 4. Ratio of style errors (repetitious words, passive sentences, very long sentences, very 
short sentences) to the total number of words

Organization and 
development 

5. The number of “discourse” elements detected in the essay (i.e., background, thesis, 
main ideas, supporting ideas, conclusion)

 6. The average length of each element as a proportion of total number of words in the 
essay 

Topical analysis 7. Similarity of the essay’s content to other previously scored essays in the top score 
category

8. The score category containing essays whose words are most similar to the target essay 

Word complexity 9. Word repetition (ratio of different content words to total number of words)

 10. Vocabulary diffi culty (based on word frequency)

 11. Average word length

Essay length  12. Total number of words

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

readers. In psychometric terms, scores from two as-
sessments are considered comparable when they have 
approximately the same distribution and rank order. 
In scoring NAEP writing tasks, the program strives for 
comparability between readers, that is, which particu-
lar reader scored the responses should not matter 
because the end result should be approximately the 
same. 

 There have been many studies of the extent to 
which automated scoring programs like e-rater® pro-
duce scores comparable to those rendered by human 
readers. Keith (2003, pp. 154, 158, 161) summarized 
results from studies suggesting, for example, that the 
scores produced by such systems correlate as highly 
with the scores assigned by a human reader as two 
human readers’ scores correlate with one another. 
To date, however, no studies could be found using 
middle-school students responding to essay prompts 
like those used in main NAEP.
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Table 5-1. Unweighted means and standard deviations for essay scores, by human readers 
 and e-rater®, grade 8: 2002 

Essay First reader Second reader E-rater®

Save a Book
Mean 3.4 3.5 3.7

Standard Deviation 1.2 1.1 1.0

School Schedule

Mean 3.4 3.3 3.5

Standard Deviation 1.1 1.1 1.1

NOTE: The number of responses was 261 for “Save a Book” and 241 for “School Schedule.”

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.

 In the main NAEP writing assessment, one human 
reader is assigned to score each response. Then, a 
sample of the responses are independently scored 
by a second human reader to estimate the degree 
to which the scores from different readers are, in 
fact, interchangeable. This standard double-scor-
ing by human readers was also implemented for the 
WOL study. For a subsample of responses that were 
double-scored by human readers, table 5-1 gives the 
unweighted means and standard deviations of the 
scores assigned by each of them, as well as by e-rater®. 
Results for this and all subsequent analyses employ 
cross-validation samples; that is, the samples of essays 
are different from the ones used to train e-rater® 
and, therefore, do not include every double-scored 
response.

 These means were tested using an analysis of vari-
ance with reader and essay as the independent vari-
ables, and repeated measures on the rater factor (but 
not on the essay factor because a different random 
sample of papers was double-scored for each task). 
Score was the dependent variable. No signifi cant dif-
ferences were detected between the two essay means 
(F,1,500 = 3.21, p > .05) or in the interaction of read-

ers and questions (F,2,1000 = 1.22, p > .05). However, 
the means assigned by the three “raters” did differ 
signifi cantly (F,2,1000 = 26.92, p < .05). One-tailed, 
post-hoc, dependent-sample t tests showed that the 
two human-reader means did not differ signifi cantly 
from one another (t, 501 = -0.97, p > .05), but that the 
e-rater® mean was signifi cantly higher than the 
mean of the fi rst reader (t, 501 = -6.29, p < .05) 
as well as higher than the mean for the second reader 
(t, 501 = -5.59, p < .05).25  In effect-size terms, the 
differences between e-rater® and the fi rst and second 
human reader were 0.25 and 0.19 standard deviations, 
respectively (in the units of each human reader).

 In addition to differences in mean scores between 
automated and human raters, the two methods may 
also order individuals differently. To investigate 
whether scores were similarly ordered, the intra-class 
correlation between e-rater® scores and the scores 
assigned by the human readers was computed for 
each essay (see table 5-2). For “Save a Book,” the two 
human readers’ scores correlated signifi cantly more 
highly with one another than the e-rater® scores cor-
related with the fi rst reader (t, 258 = 4.38, p < .05) or 
than e-rater® correlated with the second reader 

25 An analysis of variance was also run using responses for which there was only a single human score. This analysis used 797 students with 
responses to the two writing tasks and who had not been included in the data set used to train e-rater®. For this analysis, the rater factor 
had only two levels, e-rater® and the fi rst human reader, and there were repeated measures on both the essay and the rater factors. A 
signifi cant difference was detected for essay (F,1,796 = 32.68, p < .05) and for reader (F,1,796 = 68.15, p < .05), as well as for the interac-
tion between the two (F,1,796 = 9.00, p < .05), indicating that the size of the difference between e-rater® and the human reader was not 
the same for the two essays. For each essay, however, the e-rater® mean score was higher than the human reader’s mean score.
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(t, 258 = 4.00, p < .05). The same result was obtained 
for “School Schedule,” where the correlations 
between readers signifi cantly exceeded the e-rater® 
correlation with the fi rst reader (t, 238 = 6.53, p < .05) 
and with the second reader (t, 238 = 6.20, p < .05).2

 Table 5-3 shows the unweighted percentage exact 
agreement between the e-rater® and human reader 
scores and between two human reader scores. Differ-
ences in agreement among pairs of raters were tested 
with repeated-measures ANOVA. The independent 
variables were essays and pairs of raters, with repeated 
measures on the latter factor. The dependent variable 
was whether or not the members of a pair (e.g., fi rst 
reader and second reader) agreed with one another 
exactly. Between-groups results showed no signifi cant 
difference between the agreement levels for the two 
essays (F,1,500 = 0.00, p > .05). Of more relevance to 

the comparability of automated and human scoring, 
however, were the within-group results. These results 
showed a signifi cant effect for rater pairs (F,2,1000 = 
4.97, p < .05), but no interaction of essays and rater 
pairs (F,2,1000 = 0.15, p > .05). Thus, these results 
suggest that, across essays, some combinations of 
raters agreed more highly with one another than did 
other combinations. Post-hoc, dependent-sample t 
tests (one-tailed) indicated that agreement of e-rat-
er® with the fi rst reader was not signifi cantly different 
from its agreement with the second reader (t, 501 = 
-0.47, p > .05). However, the agreement of e-rater® 
with the fi rst reader was lower than the fi rst reader’s 
agreement with the second reader (t, 501 = 2.85, p < 
.05). Likewise, agreement of e-rater® with the second 
reader was lower than the agreement between the 
two human readers (t, 501 = 2.38, p < .05).

Table 5-3. Unweighted percentage exact agreement between e-rater® and human readers and  
 between two human readers, grade 8: 2002

Save a Book School Schedule

Variable pair
Percent exact 

agreement Kappa
Percent exact 

agreement Kappa

First reader with second reader 61 .48 62 .49

First reader with e-rater® 54 .38 53 .37

Second reader with e-rater® 55 .38 55 .40

NOTE: The number of students responding was 261 for “Save a Book” and 241 for “School Schedule.”

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.

Table 5-2. Unweighted intraclass correlations for essay scores, by human readers and 
 e-rater®, grade 8: 2002 

Variable pair Save a Book School Schedule

First reader with second reader .79 .84

First reader with e-rater® .66 .66

Second reader with e-rater® .67 .67

NOTE: The number of students responding was 261 for “Save a Book” and 241 for “School Schedule.”

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.
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Table 5-4. Unweighted score distributions and percentage exact agreement between e-rater® and fi rst human reader at each of  
 six score levels for “Save a Book,” grade 8: 2002

e-rater® score level

First human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 5 3 10 0 0 0 28

2 1 4 17 7 0 0 14

3 0 6 49 19 11 0 58

4 0 0 14 54 12 2 66

5 0 0 0 10 29 2 71

6 0 0 0 0 5 1 17

NOTE: The number of students responding was 261 for “Save a Book.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

Table 5-5. Unweighted score distributions and percentage exact agreement between e-rater® and second human reader at each  
 of six score levels for “Save a Book,” grade 8: 2002

e-rater® score level

Second human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 5 3 9 0 0 0 29

2 0 7 14 3 1 0 28

3 1 3 49 20 5 1 62

4 0 0 17 51 19 1 58

5 0 0 1 15 30 2 63

6 0 0 0 1 2 1 25

NOTE: The number of students responding was 261 for “Save a Book.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 Tables 5-4 and 5-5 show for “Save a Book” the exact 
agreement between e-rater® and the two human 
readers, respectively, for each of six score levels. Table 
5-6 shows the comparable agreement between two 
human readers. The far right-hand column of each 
table gives the percentage exact agreement for each 
level. For each score level, fi gure 5-4 shows the differ-
ence between the percentage agreement achieved by 

the human readers and the mean percentage agree-
ment between e-rater® and the humans. Note that, 
as has been found in studies with earlier versions 
of e-rater® (e.g., Burstein, Kukich, Wolff, Lu, and 
Chodorow 1998), the scoring program’s agreement 
with human readers appears in this sample to be 
considerably higher at the middle score levels (i.e., 3, 
4, 5) than at the extremes (i.e., 1, 2, 6). 
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Table 5-6. Unweighted score distributions and percentage exact agreement between two human readers at each of six score   
 levels for “Save a Book,” grade 8: 2002

Second human reader score level

First human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 15 3 0 0 0 0 83

2 2 14 12 1 0 0 48

3 0 8 50 19 8 0 59

4 0 0 15 53 13 1 65

5 0 0 2 13 25 1 61

6 0 0 0 2 2 2 33

NOTE: The number of students responding was 261 for “Save a Book.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

Figure 5-4. Unweighted difference between mean of e-rater® percentage exact agreements  
 with two human readers and percentage exact agreement of two human readers  
 with one another at each of six score levels for “Save a Book,” grade 8: 2002

NOTE: The number of students responding was 261 for “Save a Book.” Positive differences indicate that the human 
readers agree with one another to a greater degree than e-rater® agrees with the human readers.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.
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Table 5-7. Unweighted score distributions and percentage exact agreement between e-rater® and fi rst human reader at each of  
 six score levels for “School Schedule,” grade 8: 2002

E-rater® score level

First human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 5 4 4 2 1 0 31

2 3 13 11 3 0 0 43

3 1 12 50 20 3 2 57

4 0 1 11 44 14 2 61

5 0 0 1 13 11 5 37

6 0 0 0 1 0 4 80

NOTE: The number of students responding was 241 for “School Schedule.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

Table 5-8. Unweighted score distributions and percentage exact agreement between e-rater® and second human reader at each  
 of six score levels for “School Schedule,” grade 8: 2002

E-rater® score level

Second human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 6 3 3 2 1 0 40

2 2 17 12 4 1 0 47

3 1 10 49 18 3 2 59

4 0 0 13 46 14 2 61

5 0 0 0 12 9 4 36

6 0 0 0 1 1 5 71

NOTE: The number of students responding was 241 for “School Schedule.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

 Tables 5-7, 5-8, and 5-9 show the same statistics for 
“School Schedule,” with the same general result:  The 
exact agreement of e-rater® relative to human read-

ers is higher in this sample for the middle scores than 
at the extremes, as fi gure 5-5 illustrates. 
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Figure 5-5. Unweighted difference between mean of e-rater® percentage exact agreements  
 with two human readers and percentage exact agreement of two human readers  
 with one another at each of six score levels for “School Schedule,” grade 8: 2002

NOTE: The number of students responding was 241 for “School Schedule.” Positive differences indicate that the human 
readers agree with one another to a greater degree than e-rater® agrees with the human readers.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.
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Table 5-9. Unweighted score distributions and percentage exact agreement between two human readers at each of six score   
 levels for “School Schedule,” grade 8: 2002

Second human reader score level

First human reader 
score level

1 2 3 4 5 6
Percent 

exact agreement

1 14 1 1 0 0 0 88

2 1 20 9 0 0 0 67

3 0 14 57 17 0 0 65

4 0 1 16 42 13 0 58

5 0 0 0 16 12 2 40

6 0 0 0 0 0 5 100

NOTE: The number of students responding was 261 for “Save a Book.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 6. Operational Issues

 Training Field Administrators
A WOL training session for 26 fi eld administrators 
and one fi eld manager was held at Westat’s headquar-
ters in Rockville, Maryland on March 26--28, 2002. 
The presentations focused on the technical issues as-
sociated with certifying school computers and trouble-
shooting problems, as well as on administering WOL. 
Most of the WOL fi eld administrators had previous ex-
perience administering either Math Online, the fi rst 
of the NAEP technology-based assessment projects, or 
the spring 2001 WOL pretest. 

 Preparing for the Administrations
Westat supervisors conducted preliminary phone calls 
with schools to determine the type of computers avail-
able (IBM-compatible versus Macintosh), whether the 
school had an internet connection that could be used 
for WOL, and what type of internet connection was 
available. Based on the answers to these questions, the 
supervisors determined how much time was needed to 
certify the school computers, or if they would need to 
use the NAEP laptop computers.

 Westat staff visited each school approximately two 
weeks prior to its test date, as is routine for NAEP 
assessments. During these pre-administration visits, 
supervisors worked with school personnel to draw 
the student sample, establish locations and times for 
the administration, and make any other necessary 
arrangements. Westat also worked with the school or 
district computer technician to certify the school’s 
computers for the study (or to arrange space for lap-
tops if they were to be used). The procedure, repeat-
ed on each school computer, involved the technician 
logging on to the computer and the supervisor ac-
cessing a special NAEP website. A program run from 
this website remotely evaluated the school computer 
hardware and software to determine if the computer 
met the WOL specifi cations, or, if it did not, indicated 
what needed to be done for the system to be certifi ed. 
In some instances, the technician was simply able to 
modify a setting to allow the computer to be used. 

 

This section reports on the logistical challenges associ-
ated with administering a NAEP writing assessment 
on computer. In particular, the discussion considers 
whether school facilities, equipment, software, and in-
ternet connectivity; administrator effectiveness; school 
cooperation; and data quality are suffi cient to conduct 
NAEP assessments electronically. Westat, the NAEP 
sampling and data collection contractor, sampled 
and recruited both the NAEP and WOL schools and 
also administered all instruments. Westat contributed 
much of the information for this section of the report 
(Westat 2002). 

 Recruiting Schools
The sample of schools for WOL was drawn from 
among the schools selected for the main NAEP 2002 
reading and writing assessments. Thus, it was not 
possible to identify the WOL schools until the main 
NAEP selection had been fi nalized. The WOL sam-
pling was completed in early January 2002, and school 
recruiting began in February 2002. 

 Letters were sent to NAEP state coordinators and 
state test directors on February 18, 2002, informing 
them about the WOL sample selection. On Febru-
ary 26, 2002, letters were sent to superintendents of 
districts that included selected schools. After sending 
an initial mailing about upcoming NAEP assessments, 
a special letter that focused on the WOL project was 
sent to principals. Because of the need for computer 
delivery, Westat engaged in more telephone interac-
tion with school administrators and school technology 
staff than for the typical NAEP assessment. 

 Westat reported that it was initially somewhat dif-
fi cult to recruit schools to participate for WOL, due 
mainly to the late nature of the contacts and confl icts 
with other testing already scheduled for the eighth 
grade. Factors that helped gain cooperation from the 
schools were the need for only about 10 students per 
school to complete the online test (about 20 students 
fewer than the usual NAEP assessment); no need for 
teacher or school questionnaires to be completed, 
which was a reduction in burden from the main NAEP 
assessment; and the offer of a $200 honorarium for 
participating in the WOL study. 
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 Because school and district technicians generally 
were disappointed when their PCs failed to certify, 
many spent much time and effort attempting to rem-
edy problems. Occasionally, the administrator arrived 
on the day of the test to fi nd that upgrades to systems 
had been made in the interim and that the school 
PCs now could be certifi ed. Even in those schools in 
which the computers met the WOL specifi cations, 
the administrators re-certifi ed the computers before 
beginning the test to ensure that the settings had not 
been changed between the original certifi cation and 
the day of the administration.26

 The primary reason for PCs failing WOL certifi ca-
tion was slow data transmission: Many schools were 
unable to meet the standard required to effi ciently 
administer the test. Other reasons for failing certifi ca-
tion included insuffi cient memory or available hard 
drive space to download the Macromedia Flash and 
Java software components needed to run the test.

 The technical specifi cations required by the 
web-based delivery system for the study are shown 
in fi gure 6-1. Because this system was developed for 
research use, it supported only computers that use 
Microsoft® Windows. For an operational assessment, 
NAEP would employ a commercial delivery system. 
Such systems typically accommodate both Windows 
and Macintosh computers, thereby accounting for 
the vast majority of internet machines found in 
schools. 

 The system used in this study delivered the test 
from a server via the Internet. However, the system 
also could be run from a stand-alone laptop comput-
er. In that confi guration, the server software resided 
on the laptop hard drive and presented information 
to the machine’s browser as if there were an active 
internet connection.

Figure 6-1.  Technical specifi cations for school computers used to deliver the Writing Online test, grade 8: 2002

Feature Requirement

Computer type IBM (or compatible) personal computer 

Processor type Pentium or higher

Processor speed 266 MHz or faster

Screen resolution 800 x 600 resolution minimum

Screen colors 65,536 (16 bit) colors minimum

Random access memory 32MB or greater for Windows 95 or 98; 64MB for other Windows 
operating systems

Data transmission Dedicated (non-dial-up) connection with 200 kilobits per second 
minimum

Web browser Microsoft® Internet Explorer Version 5.0 or higher

Hard drive 10 MB free disk space minimum

Macromedia Flash Player TM software Version 5.0 or higher. If not available, downloaded from Web 
during certifi cation process 

Java Virtual MachineTM software If not available, downloaded from Web during certifi cation 
process

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

26 A minitest was developed to ensure that computers had adequately rapid data transmission and capacity to administer the assessment 
effi ciently, and also to determine that the appropriate software had been downloaded.
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 Conducting the Administrations
When some or all of a school’s computers could not 
be used to deliver WOL, the Westat administrator 
brought up to fi ve laptop computers into the school 
to use for testing.27  Table 6-1 summarizes the method 
of WOL delivery. As shown, the majority of students 
were tested on NAEP laptop computers. In many 
cases, this was because schools had only Macintosh 
computers available, which were not supported by 
the WOL software, or the school’s internet connec-
tivity was not suffi ciently robust to support the WOL 
administration. 

 In most cases, WOL was conducted in a similar way 
to an individualized administration. After the ad-
ministrator logged a student on to the computer, the 
student was given a one-page handout of directions 
to read silently, and then moved through the tuto-
rial and the test at his or her own pace. As students 
completed the WOL session, they were dismissed. 
This procedure allowed more students to be tested 
in a shorter period of time, as some students fi nished 
more quickly than others, and new students could 
then be logged on immediately. 

 Although some computer-based testing programs 
have had problems with security, Westat administra-
tors did not report any such concerns. This may have 
been due in part to the small numbers of students 
tested at any given time, which allowed for close 
monitoring, and to NAEP not being perceived as 
a high-stakes test. In addition, security precautions 
were taken in the design and delivery of WOL. These 
included logging onto the test delivery website with 
an administrator ID and password, and logging stu-
dents on with specifi c ID numbers. At the conclusion 
of the testing session, Westat administrators routinely 
cleared each computer’s cache, which might have 
retained copies of items, and deleted the browser his-
tory, which would have retained the secure delivery 
site’s web address. Further precautions would be 
taken in an operational NAEP assessment, which 
would employ commercial, rather than research 
grade, test delivery software. Commercial software 
typically incorporates security mechanisms that pre-
vent students from temporarily exiting the test to use 
other programs or fi les, and that automatically clear 
the computer of any residual test content once the 
assessment has ended. T

27 The laptops used were Toshiba 1800 S203 notebook computers with a Windows 2000 operating system, 14 GB hard drive, 256 MB 
memory, external Microsoft mouse, and a Xircom Realport network card installed. 

Table 6-1. Percentage distribution of students and schools, by computer confi guration, used to deliver the Writing Online test,
 grade 8: 2002

Computer confi guration Percent of students Percent of schools

NAEP laptop 65 59

Internet 35 27

Both † 14

† Not applicable.
NOTE: Detail may not sum to totals because of rounding. The number of students who participated in the study was 1,308 and the number of schools was 157.
SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 Accommodations for Students With Disabilities: 
WOL Voicing
As a preliminary step in studying how technology 
might be used to assist students with disabilities, a 
voicing version of WOL was developed, which pre-
sented selected components of WOL aloud through 
digitally recorded speech. Seventy-four students (fe-
male, 41 percent; White, 57 percent) participated in 
a preliminary voicing study, separate from the main 
WOL study. For the voicing study, fi eld administrators 
were instructed to select students who had Individual-
ized Education Programs (IEPs) that required “read 
aloud” accommodations, students with a print-related 

learning disability who might benefi t from having 
directions read to them, or low-vision students who 
could be tested with the available accommodations. 

 WOL directions and the two essay tasks were the 
only voiced components. The voicing of the text was 
activated whenever a student clicked onto one of the 
directions or task screens. Figure 6-2 shows a sample 
screen from the voicing form of WOL. Once the voic-
ing started on a given screen, clicking on the Play/
Pause button in the lower-right corner of the screen 
paused the voice recording at that point. When the 
text for a given screen had been read completely, 
clicking on the Play/Pause button began the voicing 
of the text for that screen over again. Figure 6.2

Figure 6-2.  A sample Writing Online voicing screen, grade 8: 2002

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.
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 All WOL voicing tests were administered via NAEP 
laptop, with headphones attached. Field administra-
tors were asked to report any diffi culties students had 
with either the headphones or adjusting the volume. 
Only six fi eld staff reported any diffi culty with the 
headphones, which largely related to students’ com-
plaints about the headphones being uncomfortable 
for their ears.

 Some fi eld staff found the voicing test burdensome 
to administer because they still needed to read the 
tutorial and other unvoiced portions to the stu-
dents. Field administrators reported that most of the 
students who used the voicing version thought the 
prerecorded audio was helpful. These students were 
especially enthusiastic about their ability to control 
volume and to repeat passages. Although a majority 
of the students thought the accommodations were 
“adequate,” some expressed their disappointment 

Table 6-2.  Unweighted means for students with disabilities taking the voicing version of Writing Online, by essay and
demographic group, grade 8: 2002 

Save a Book School Schedule

Mean
Standard 
deviation

Mean
Standard 
deviation

   Total 2.3 1.0 1.9 1.0

Gender

  Male 2.1 0.9 1.8 0.9

  Female 2.4 1.1 2.1 1.1

Race/Ethnicity

  White 2.5 1.0 2.3 1.1

  All other races 1.9 0.8 1.5 0.6

NOTE: The number of students responding was 70 for “Save a Book” and 69 for “School Schedule.” 

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, National Assessment of Educational Progress 
(NAEP), 2002 Writing Online Study.

that all sections of the test, particularly the tutorial, 
were not available with voicing. When asked whether 
they would prefer more complete voicing to a human 
reader, just over one half of the students said they 
would prefer the voicing. The most common reasons 
were because they “wouldn’t waste someone’s time 
reading,” would fi nd it “clearer/more understand-
able,” and it would allow repetition of the voicing 
sections.

 Table 6-2 presents the unweighted means for 
performance on the voicing version of the WOL test. 
Because the sample is neither large nor representa-
tive, the data should be regarded as descriptive only. 

 The correlation of scores between the two essays 
on the voicing test was .70 (n = 66). As a reference, 
the comparable value for the total group of students 
taking WOL was .63 (n = 1,255).Table 6-2
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Table 6-3. Percentage distribution of calls reported to the Westat help desk, by reason for call,
 grade 8: 2002

Reason for call Percent of calls

   Total 100

Laptop problems during administration 23

PC certifi cation diffi culties 19

Software problems 9

Administrator computer problems 9

Administration procedures 8

Other (including problems with school control system, e-mail, data 
transmission, and data transfer)

34

NOTE: Administrator computers were not used for testing students, but were used by the Westat administrators to 
maintain fi eld records and to transmit data to the Westat home offi ce. The Westat help desk received a total of 80 
calls. Detail may not sum to total because of rounding.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.

 Equipment Performance
Overall, the WOL administrations ran smoothly. 
However, some minor diffi culties did occur. The 
Westat Help Desk logged 80 requests for assistance 
from the fi eld administrators. As indicated in table 
6-3, many of these calls were unrelated to the WOL 
test itself (e.g., 32 percent concerned “other issues,” 
and 9 percent problems with administrator comput-
ers). The most common test-related calls concerned 
diffi culties with either laptops or PC certifi cation. 
The Westat Help Desk also received 16 calls from staff 
at participating schools, most of which were requests 
for general information about the study or questions 
regarding the administration date and procedures.

 Very few hardware-related problems were re-
ported, and none of the laptops experienced a 
failure serious enough to require replacement. The 
WOL software functioned extremely well, and only 

two software updates were distributed during the 
fi eld period. The fi rst update was sent to correct a 
problem with accepting booklet IDs during the login 
process, and the other to eliminate a dialog box 
labeled “Done initializing applet” from appearing. 
In both cases, the updates were handled by mailing 
a computer diskette to the administrators, who were 
instructed to apply the update to each of their WOL 
laptops. These updates were performed with little dif-
fi culty, and the Help Desk was able to assist with the 
few problems that did arise.

 More notable is the fact that few instances were 
reported of computers locking up, which did occur 
with some frequency in the 2001 Math Online study  
(Sandene et al. 2005, Part I). Table 6-4 summarizes 
the most common technical diffi culties reported by 
Westat administrators, most of which were resolved 
on-site by the administrators themselves. Tables 6-3 & 
6-4
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Table 6-4 Percentage distribution of technical problems reported by the Westat administrators,
 grade 8: 2002

Technical problem Percent of calls

Total 100

Computer(s) freezing 15

Slow computer(s)/connection 13

Invalid ID 13

Data lost 10

Error message 6

Spell check 4

Other (including problems with mouse, tab keys, highlighting on screen, 
and one-time-only situations)

40

NOTE: Detail may not sum to total because of rounding. The number of technical problems reported was 124.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for Education Statistics, 
National Assessment of Educational Progress (NAEP), 2002 Writing Online Study.

 Initially, NAEP administrators had some concerns 
about the security and transporting of the NAEP 
laptops. To ensure protection of the laptops, each 
administrator packed his or her supply in a single, 

locked suitcase on wheels. This made transporting 
the laptops from school to school relatively safe, 
although size made the case somewhat cumbersome 
to maneuver.
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 Student and School Staff Reactions
NAEP administrators informally obtained feedback 
from students regarding their reaction to the test. 
Although numbers of comments are reported, these 
should be taken as descriptive only (Westat 2002). 
Generally, administrators reported far more positive 
reactions than negative ones from students. When 
asked what they liked most about WOL, 722 com-
ments were received compared with 417 comments 
received regarding what students liked least. The 
most common positive responses were the following: 
liked using the computer format (185), liked typ-
ing (68), test was easy (66), liked writing (42), liked 
using the laptop (32), and it was fun (30). The most 
common negative responses were the following: time 
limit/too short/too long (78), did not like writing 
(34), did not like typing (33), and did not like essay 
portion (28). 

 Students were also asked if they thought they write 
better on computer or paper. Of 929 responses, the 
overwhelming majority (76 percent) reported that 
they write better on the computer, while 21 percent 
indicated that they write better on paper. (The re-
maining three percent of students reported that they 
write equally well on computer and paper.) Those 
students who reported that they write better on the 
computer gave reasons such as the following: typing 
is faster (119), editing is easier (107), editing tools 
are useful (102), neatness is improved (83), typing is 
easier (65), and writing by hand cramps their hands 
(35). Students who reported that they write better 
on paper gave reasons such as the following: writing 
is faster (43), not a profi cient typist (29), easier to 
express ideas (26), and not comfortable using the 
computer (26). 

 NAEP administrators also informally asked school 
staff for their reactions to the WOL administration. 
Of the 124 school staff comments received, 96 were 
positive, 2 negative, and 26 mixed or neutral. The 
most frequent positive comment was that the WOL 
administrators were very supportive of the school 

staff. Field staff also received comments about how 
smoothly the administration went and how eagerly 
and diligently the students participated. It should 
be noted that, per NAEP security policy, school staff 
did not actually view the content of the WOL test, so 
there were no comments about the test itself. 

 Data Quality
Because of technical problems, some students were 
prevented from working through the tutorials or the 
test questions without interruption. These problems 
included school internet connections that were 
occasionally dropped, and laptops that sometimes 
froze during administration. In these cases, adminis-
trators attempted to restart students where they had 
stopped. If this procedure was unsuccessful, students 
had to begin writing their responses again. Only eigh-
teen cases, or about 1 percent of the 1,308 students 
administered the WOL test, experienced interrup-
tions. This percentage was greatly reduced from that 
of the Math Online study (Sandene et al. 2005, Part 
I) conducted the previous year. In that study, 15 per-
cent of the fourth-grade students and 11 percent of 
the eighth-grade students had their tests interrupted. 
The decline in incidence of interrupted sessions was 
due in large part to better functioning of the laptops 
used for the WOL test.

 To help insure the integrity of the WOL data, 
when laptop computers were used in schools, the 
administrators were trained to back up the record 
fi les. A program on each of the WOL laptops allowed 
the administrators to quickly copy all of a day’s data 
onto a diskette. After backing up the data onto the 
diskette, the data were copied onto the administra-
tor’s laptop, and then transmitted to Westat, as an 
additional safeguard. Files copied directly from the 
laptops were returned to NAEP at the end of the 
WOL study for data analysis. 
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 7. Summary and Conclusions

The Writing Online study addressed measurement, 
equity, effi ciency, and operational issues associated 
with conducting a NAEP writing assessment on com-
puter. Data were collected from samples of eighth-
grade students in approximately 160 schools through-
out the United States. 

 The primary measurement question was whether 
students taking paper-and-pencil tests performed 
differently than those taking computer-based writing 
tests. Performance was measured in terms of essay 
score, essay length, and the frequency of valid re-
sponses. Results revealed no measurable differences 
between the two delivery modes in essay score or es-
say length. However, for the second of the two essays, 
delivery mode signifi cantly predicted the rate of valid 
responses. Approximately 1 percent more students 
responded to the second essay when it was delivered 
on paper rather than on computer.

 With respect to equity, the study addressed three 
issues. The fi rst equity issue concerned the impact 
of assessment mode on the performance of NAEP 
reporting groups. Performance on paper vs. comput-
er versions of the same test was evaluated separately 
for gender, race/ethnicity, parents’ education level, 
school location, eligibility for free/reduced-price 
school lunch, and school type. For all but one of the 
reporting-group categories examined, there were no 
signifi cant differences between the scores of stu-
dents who wrote their essays on paper and those who 
composed on computer. The singular exception was 
students from urban fringe/large town school loca-
tions, who scored higher on paper than on computer 
tests by about 0.15 standard deviation units.

 In addition to its impact on scores, the effect of 
delivery mode on performance was evaluated for 
gender groups in terms of response length and 
frequency of valid responses.  For the second essay, 
males wrote signifi cantly fewer words on paper than 
on computer. Also for that second essay, a signfi cantly 
higher percentage of females responded on paper 
than on computer.  The difference was about 2 percent.

 The second equity issue was whether assignment 
to a NAEP laptop versus a school computer had an 
effect on performance. This question is important be-
cause some students may be more comfortable with 
the school computers they normally work on and 
would perform better on them than on NAEP lap-
tops. To address this question, a small experiment was 
conducted in which students were randomly assigned 
to take the WOL test on NAEP laptops or on school 
computers. In addition, analyses were done in the 
larger WOL sample, contrasting the performance of 
students who had been nonrandomly assigned to the 
two computer types but controlling for performance 
on the paper main NAEP writing assessment. Results 
from the two analyses were not completely consistent. 
In the experimental substudy, students scored lower 
on laptop than desktop but for only one of the two 
essays. In the quasi-experimental analysis, however, 
only female students performed lower on the NAEP 
laptops, but this group did so for both essays. In any 
case, the results do suggest that students may some-
times obtain different scores on writing tests adminis-
tered on laptop versus school computers.

 The last equity question concerned the impact 
of computer familiarity on online test performance. 
Students’ responses to background questions sug-
gest that the overwhelming majority had access to 
computers at home (91 percent) and used a com-
puter to write at least to some degree (93 percent), 
although there was considerable variation on the 
extent of this type of computer use. To determine if 
this variation in computer familiarity affected WOL 
performance, self-reported computer experience and 
hands-on measures of keyboarding skill were used 
to predict online writing performance after control-
ling for paper writing score. This analysis showed 
that hands-on skill was signifi cantly related to online 
writing assessment performance, so that students with 
greater hands-on skill achieved higher WOL scores, 
even when holding constant their performance on a 
paper writing test. Computer familiarity added about 
11 percentage points over paper writing score to the 
prediction of WOL performance.
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 In addition to measurement and equity issues, 
the study considered questions related to effi ciency. 
Here, the relative costs and timeliness of different 
assessment delivery modes were analyzed, as was the 
feasibility of one technological innovation, automat-
ed scoring. With respect to timeliness, it is anticipated 
that moving assessments to computer would not have 
any signifi cant short-term effect on the pilot stage 
of the NAEP assessment cycle, but could possibly 
shorten the operational stage considerably by requir-
ing fewer steps. The costs for an online assessment 
should be similar for assessment development, similar 
or higher for assessment delivery and administration, 
and similar or lower for scoring. Among the key cost 
drivers for assessment delivery are student sample 
sizes, the number of schools participating, how many 
students need to be assessed on NAEP laptops, and 
the number of students per school who can be as-
sessed simultaneously. A considerable increase in pro-
gram costs would result, for instance, from assessing a 
large sample in small groups, primarily on NAEP 
laptop computers.

 Although human readers scored all student re-
sponses, the e-rater® automated scoring technology 
also was used to score all responses. Results showed 
that the automated scoring did not agree with the 

scores awarded by human readers. The automated 
scoring produced mean scores that were signifi cantly 
higher than the mean scores awarded by human 
readers. Human scores also correlated signifi cantly 
more highly with one another than with the automat-
ed scoring. Finally, the two human readers assigned 
the same score to papers with signifi cantly greater 
frequency than the automated grader assigned the 
same score as either human reader. 

 The last set of issues considered in this study con-
cerned fi eld operations. At pre-administration visits, 
fi eld staff worked with school personnel to determine 
whether local hardware and connectivity were suf-
fi cient to support internet delivery. If not, administra-
tors brought in NAEP laptop computers, which were 
used for testing 65 percent of the students. The two 
principal reasons for laptop use were that schools had 
only Macintosh equipment, which was not supported 
by the WOL web-delivery system, or that school inter-
net connectivity was not robust enough to administer 
the test. While administrations ran very smoothly 
overall, technical problems did cause a small number 
of interruptions. Even so, reactions from students 
and school staff to electronic test delivery were more 
often positive than negative. 
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 8. Implications for NAEP

The study authors believe these results have impor-
tant implications for NAEP. The main study fi nding 
was that the scores from writing tests taken by eighth-
graders on computer are generally not different from 
ones taken on paper, at least at the level of aggre-
gated group results.

 Several important caveats, however, must be con-
sidered along with this claim of score comparability. 
First, although the NAEP reporting groups examined 
generally showed no signifi cant differences between 
performance on paper and computer tests, these 
fi ndings should be confi rmed with larger samples 
before concluding that the two delivery modes are 
interchangeable for population groups. Second, 
under some conditions, comparability appears to 
be affected by whether the test is taken on a NAEP 
laptop or on a school computer. Also, even though 
measurable differences were not detected for group 
scores, the scores for individuals do appear to be 
affected by delivery mode. For a given level of paper 
writing skill, students with more hands-on computer 
facility appear to get higher scores on WOL than do 
students with less keyboard profi ciency. Whether this 
score boost is an irrelevant one is not entirely clear.

 A score advantage for students with keyboard 
profi ciency was also found in the Math Online study 
(Sandene et al. 2005, Part I). In that case, a strong 
argument could be made for attributing the score 
boost to factors unrelated to mathematics skill. That 
is, students with higher levels of keyboard profi ciency 
scored better on the online math test than did stu-
dents with less keyboarding skill because the latter 
group would have had more trouble entering their 
answers, especially on constructed-response questions 
that called for more intensive computer interaction. 
Likewise, those with high keyboard profi ciency did 
not have greater command of mathematics, just bet-
ter command of the computer. This argument rests 
largely on the fact that the Math Online test did not 
include mathematically related tools (such as spread-
sheets) that might have allowed the more intensive 
computer users to show mathematical profi ciencies 
that could not be expressed on a paper test. 

 WOL, however, presents a more complex situation. 
In contrast to Math Online, the Writing Online study 
included a construct-relevant writing tool, the word 
processor. In a meta-analysis of 32 studies published 
through 1990 covering the elementary through 
postsecondary levels, Bangert-Drowns (1993) found 

that students receiving writing instruction with a 
word processor improved the quality of their writing 
and wrote longer compositions than students receiv-
ing writing instruction with paper and pencil. From 
a meta-analysis of 26 additional studies conducted 
between 1992 and 2002 at the K–12 level, Goldberg, 
Russell, and Cook (2003) reported that students 
who use computers when learning to write not only 
produce written work that is of higher quality and 
greater length, but are more engaged and motivated 
in their writing. Thus, it is conceivable that, for a 
given level of paper writing performance, students 
with greater computer facility score higher on WOL 
because they write better on computer than on 
paper (relative to their peers). And, they write bet-
ter on computer than they do on paper because the 
computer offers them a tool that makes it possible to 
do so.

 The complementary interpretation also holds. 
Holding paper writing profi ciency constant, students 
with little practice writing on computer will not score 
as high in an online writing test as their peers who 
word process routinely. And that lower relative per-
formance will not necessarily be because the former 
students are less skilled writers, but because they are 
less skilled writers on computer.

 These measurement and equity results have impli-
cations for how NAEP writing assessments should be 
interpreted. This study implies that, at the population 
level, NAEP 2002 writing results would have been the 
same regardless of whether the assessment had been 
conducted with paper and pencil or on computer. 
However, the study also suggests that the population 
estimates from either mode alone are probably lower 
than the performance that would have resulted if 
students could have been tested using the mode in 
which they wrote best. This situation follows logically 
from the fact that students with high computer facil-
ity wrote better on computer than students with lower 
computer facility but equal paper writing skill. 

 A second implication for interpretation is that the 
relationships of certain demographic variables to 
writing profi ciency might have been different if that 
profi ciency had been measured on computer. This 
would have likely been the case for any demographic 
variable related to computer familiarity, with the 
magnitude of the difference being a function of the 
strength of the relationship between familiarity and 
that demographic characteristic.



56  •  Part II: Online Assessment in Writing

 With respect to effi ciency, the implications of this 
study for back-end processing are not completely 
clear. In this study, automated scores did not agree 
with scores assigned by human readers as highly as 
did scores between human readers. However, the 
operational scores from a pair of human readers may 
not be a suffi cient validation criterion. Ideally, scores 
taken across a greater number of readers grading 
under less pressured conditions, in combination 
with other measures of writing skill, would provide 
a more sound comparative standard. Additionally, it 
is not clear how much lower levels of reader agree-
ment would affect NAEP. Even if automated scoring 
were less accurate, it would be important to know 
the impact of that accuracy loss on NAEP population 
estimates. If the loss were small enough, the use of 
automated scoring could have little negative impact 
on results but considerable effect in lowering costs 
and faster reporting. Further, the writing component 
scores and diagnostics that are now available in some 
scoring programs could add to the type of infor-
mation that NAEP provides. More research will be 
required to address these issues.

 NAEP should expect the costs for conducting an 
electronic writing assessment to be considerable. A 
primary reason for high costs is that the school tech-
nology infrastructure is not yet developed enough 
to support national delivery via the Web directly to 
school computers. Thus, NAEP will need to supple-
ment web delivery by bringing laptop computers into 
schools, though undoubtedly not to the same extent 
as in this study because school technology is being 
improved continually. In the longer term, however, 
cost issues may be overshadowed by considerations of 
validity and credibility. As students do more of their 
writing on computer, NAEP may fi nd it diffi cult to 
defend the assessment of that skill on paper.

 Future research on the delivery of electronic writ-
ing assessment in NAEP might address several issues. 
First, this study was restricted to a single grade and 
to only two essay tasks. At other grades, the fi ndings 
could be different. If fourth-grade students have 
more limited word processing skills, or twelfth-grad-
ers more developed ones, student performance 
might vary much more dramatically across modes 
than was observed for the eighth-grade participants 
in this study. Similarly, results could vary if questions 
requiring considerably longer or shorter responses 
were used.

 Second, future research should investigate the 
impact of differences in equipment confi guration on 
NAEP population estimates. This study found some 
differences in performance as a function of whether 
a student used a NAEP laptop or a school computer 
to take the writing test. As school computers become 
the predominant delivery mechanism, variation 
across computers (e.g., monitor size, screen resolu-
tion, connection speed) may play a greater role in 
affecting performance irrelevantly. Such an effect 
has already been reported for differences in screen 
resolution and monitor size on reading assessments 
(Bridgeman, Lennon, and Jackenthal 2003). Such 
variation may impact writing assessment to the extent 
that differences in keyboard layout impact a student’s 
ability to compose without devoting undue attention 
to the mechanics of text entry.

 Finally, future studies should control as well as 
possible for differences in reader reliability across 
the modes because such differences can potentially 
invalidate results. Optimally, scoring should be done 
for both delivery modes at the same time by the same 
readers using the same procedures. For practical 
reasons, different groups at different times scored the 
online and paper responses used in the current study. 
While these procedural differences were associated 
with lower levels of reader agreement for the scoring 
of the online responses than for the paper responses, 
the overall score reliabilities for the two modes of 
response did not suggest any notable divergence in 
score accuracy. Further, when WOL readers blindly 
scored paper responses that had been transcribed 
from handwritten to typed format, the total scores 
were not signifi cantly different from those assigned 
by the original reader group. Given these facts, the 
lower reader reliability observed for the WOL sample 
may not have affected the study conclusions in any 
substantial manner.

 NAEP’s history has been one of leadership and 
innovation, and NAEP continues this tradition by 
looking at what is promising and what is problematic 
about technology-based assessment. A third Technol-
ogy-Based Assessment study of problem solving in 
technology-rich environments will add to our under-
standing of how computers may help improve NAEP 
and educational assessment generally.
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