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Mandated by Congress, the National Assessment of Educational Progress (NAEP) surveys the educational accomplishments of U.S. students and monitors changes in those accomplishments. NAEP tracks the educational achievement of fourth-, eighth-, and twelfth-grade students over time in selected content areas. Since 1969, NAEP has been collecting data to provide educators and policymakers with accurate and useful information. NAEP gives a comprehensive picture of how students are doing year after year. It has become widely known as “The Nation's Report Card.”

**About NAEP**

The National Assessment Governing Board sets policy for NAEP, and the Commissioner of Education Statistics, who heads the National Center for Education Statistics (NCES) in the U.S. Department of Education’s Institute of Education Sciences, is responsible for carrying out the assessment. Within NCES, the Associate Commissioner for Assessment executes the program operations and ensures technical quality control. Under the direction of the Associate Commissioner, contractors carry out the development, administration, scoring, and analysis of NAEP.

Over a million students are assessed to provide achievement data for fourth- and eighth-graders representative of all states, the District of Columbia, Department of Defense schools, and selected urban districts. The assessment is administered by NAEP contract employees and testing and administrative procedures together require about 90 minutes of each student’s time. School administrators and teachers also fill out questionnaires as part of the assessment.

NAEP has produced hundreds of reports in its history, chronicling trends over time in the performance of 9-, 13-, and 17-year-olds and fourth-, eighth-, and twelfth-grade students. NAEP also releases state-level results for certain assessments and district-level results for some jurisdictions. NCES strives to present findings in the most accurate and useful manner possible, publishing reports designed for the general public and specific audiences and making the data available to researchers for secondary analyses.

NAEP reports do not advocate specific pedagogies or policies. Instead, NAEP reports describe student performance in the context of the educational system in ways that inform discussion among policymakers and educational leaders. NAEP is not intended to drive state or local standards, tests, and curricula. By law, the federal government may not use NAEP to establish, require, or influence state or local educational standards, assessments, curriculum, classroom materials, or instructional practices. States or districts, however, may voluntarily draw from NAEP frameworks, assessments, or procedures when contemplating changes in their own programs.

Comprehensive information about NAEP, including assessment results, background questionnaires, and sample questions, can be found on the web at http://nationsreportcard.gov or http://nces.ed.gov/nationsreportcard. Subject framework information and additional, NAEP-related materials can be found at the Governing Board’s website (http://www.nagb.org).
The goals of this publication are to provide readers with an overview of the project and to help them better understand the philosophical approach, procedures, analyses, and psychometric underpinnings of NAEP.

The guide follows a question-and-answer format, presenting the most commonly asked questions and following them with succinct answers. A glossary is found at the end of this guide; users can reference this glossary for more information on bold-faced words.
Q: What is NAEP?

A: Often called “The Nation’s Report Card,” the National Assessment of Educational Progress (NAEP) is the only nationally representative, continuing assessment of what America’s students know and can do in various subject areas. As a congressionally mandated project of the National Center for Education Statistics (NCES) within the U.S. Department of Education and the Institute of Education Sciences (IES), NAEP provides a comprehensive measure of students’ learning at critical junctures in their school experiences.

Since 1969, NAEP has conducted regular assessments and made objective information about student performance available to both policymakers and the general public, thereby playing an integral role in evaluating the condition and progress of the nation’s educational outputs. NAEP is a voluntary assessment that collects only information related to academic achievement. NAEP is required by law to guarantee the confidentiality of all data related to individual participating students and their families. Results are reported based on the average performance of students at the national or state level. The NAEP assessments are not designed to permit the reporting of information regarding individual students or schools.

Further Details

Overview of NAEP

Since 1969, NAEP assessments have been conducted periodically in such subjects as reading, mathematics, science, writing, U.S. history, civics, economics, geography, and the arts.

As head of NCES in the U.S. Department of Education, the Commissioner of Education Statistics is responsible by law for carrying out the NAEP program. The National Assessment Governing Board establishes policy for the program. Although its members are appointed by the Secretary of Education, the Governing Board is independent of the department.

NAEP does not provide scores for individual students or schools; instead, it offers results regarding subject-matter achievement, instructional experiences, and school environment for populations of students (e.g., fourth-graders) and student groups of those populations (e.g., female students, Hispanic students). NAEP results are based on a representative sample of student populations of interest defined by, for example, grade level, race/ethnicity, or gender.

Between 1969 and 1979, NAEP conducted at least one assessment every year. From 1980 to 1996, assessments were administered once every 2 years. In 1996, NAEP returned to annual assessments. In 1990, Congress authorized NAEP to initiate state-level assessments, enabling states that chose to participate to compare their results with those of the nation and other participating states. The No Child Left Behind Act of 2001 placed greater emphasis on state NAEP by mandating states to participate in biennial mathematics
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and reading assessments in grades 4 and 8 as a condition for receiving Title I funds. (Title I of the Elementary and Secondary Education Act provides federal assistance to eligible schools and districts to help children who are at risk of not meeting education standards.)

The NAEP program includes two distinct components: “main NAEP” and “long-term trend NAEP.” Main NAEP includes assessment instruments that have typically been developed since the early 1990s and are used at both the national and state levels. Long-term trend NAEP includes assessment instruments that date back to as early as 1969. Long-term trend NAEP is administered at the national level only and is administered less frequently than main NAEP. The above figure displays the various components of the NAEP program.

Even though main NAEP and long-term trend NAEP both assess reading and mathematics, these two program components use distinct data collection procedures, separate samples of students defined by different criteria, and different test instruments based on different frameworks. The background questionnaires that are used to collect information about students’ instructional experiences and their school environments also vary between the main and long-term trend assessments. The results from these two assessments are reported separately, and are not directly comparable.

Main NAEP (national and state)

The term “main NAEP” is used to refer to national and state levels of the program that utilize the same assessment instruments based on the most recently developed frameworks. For the nation, results are reported for students from both public and non-public schools and for specific census-defined geographic regions of the country (Northeast, South, Midwest,
and West), as well as for several major demographic student groups. At the state and district levels, results are currently reported for public school students only and are broken down by the same demographic student groups as used for reporting national results.

The main NAEP assessments follow assessment frameworks developed by the Governing Board and use the latest advances in assessment methodology. Indeed, NAEP has pioneered many of these advances. The assessment instruments are flexible, so they can be adapted to changes in curricular and educational approaches. For example, main NAEP assessments include constructed-response questions (questions that ask students to write responses ranging from a single word or figure to a few paragraphs) and questions that require the use of calculators and other materials.

Recent main NAEP assessment instruments have typically been kept stable since the early 1990s, allowing short-term trend results to be reported. For example, the 2003 fourth-grade reading assessment has followed a short-term trend line that began in 1992 and continued in 1994, 1998, 2000, 2002, 2003, 2005, and 2007. However, the Governing Board has revised and updated the reading framework for use in the 2009 assessment, which will mark the start of a new trend line. Frameworks for other subjects are typically updated every ten years, such as math, which was revised in 2005.

The main assessments report results for grade samples—grades 4, 8, and 12 at the national level and grades 4 and 8 for state and participating urban districts. They periodically measure students’ achievement in a variety of subject areas. Reading, mathematics, science, and writing are assessed with samples representative of the nation and participating states. Other subject areas, such as U.S. history, civics, economics, and geography, are assessed only at the national level. (See page 55 for a list of subjects assessed by NAEP and the schedule of assessments.)

Initially, NAEP was a national-level assessment only. The national samples were not designed to support the reporting of accurate and representative state-level results. In 1988, however, Congress passed legislation authorizing a voluntary Trial State Assessment (TSA). In 1996, “Trial” was dropped from the title of the state assessments based on congressionally mandated evaluations. The first TSA occurred in 1990, and approximately 90 percent of states participated. The District of Columbia, the Department of Defense Education school system, Puerto Rico, and the Bureau of Indian Education schools joined the assessment in subsequent years.

The No Child Left Behind Act of 2001 strongly encourages states to participate in biennial fourth- and eighth-grade NAEP reading and mathematics assessments beginning in the 2002–2003 school year in order to provide the residents of each state with reliable and valid information regarding the academic progress of their students. Both subjects are tested in the same year. Under the legislation, all states and school districts must agree to participate in these assessments in order to receive full funding from the federal Title I program. The law relieves states of NAEP’s financial and administrative burden by providing federal funds to pay all costs involved in coordinating and administering the NAEP assessments.
Federal appropriations authorized for the No Child Left Behind Act supported the development of the Trial Urban District Assessment (TUDA) in 2002. TUDA is designed to explore the feasibility of using NAEP to report on the performances of fourth- and eighth-grade public school students at the district level. The number of districts assessed has grown from five, in 2002, to eleven, in 2007, and the original subjects—reading and writing—have been supplemented by assessments in mathematics and science. Participating students take the same tests as those participating in the main NAEP assessment, and they constitute a representative sample of their districts. The results from TUDA make it possible to compare the performance of students in participating urban school districts to that of public school students in the nation, in large central cities, and to each other.

For further information about state and jurisdiction participation in state NAEP and subjects assessed, consult the NAEP website (http://nces.ed.gov/nationsreportcard).

**Long-Term Trend NAEP**

The long-term trend assessments report results for age samples (9-year-olds, 13-year-olds, and 17-year-olds). In the past, these assessments have measured students’ achievements in mathematics, science, reading, and writing. Currently, only mathematics and reading are assessed for long-term trend NAEP.

Measuring trends in student achievement, or change over time, requires that past procedures be replicated as precisely as possible. Therefore, instruments for the long-term trend assessment developed in the 1960s, 1970s, and 1980s were maintained until 1999 to provide consistent measurement over long periods of time. Up until 1999, the long-term trend assessment administered these instruments every few years. For the 2004 long-term trend assessment, however, it was decided that assessment instruments and procedures should be made consistent with the designs and procedures used in the main NAEP assessment. In order to ensure that assessment results could be interpreted consistently over time, a bridge study was conducted. A bridge study involves comparing two assessments: one that replicates the assessment given in the previous assessment year (a bridge assessment) and one that represents the new design (a modified assessment). In 2003–2004, students were randomly assigned to take either the bridge or modified assessment. The bridge assessment replicated the instrument given in 1999 and used the same administration procedures. The modified assessment included new items and features modeled after the main NAEP assessment. The modified assessment provides the basis of comparison for all future assessments, and the bridge links its results to the results of the previous 30 years.

**Background Questionnaires**

While the primary focus of NAEP is on achievement in specific subject areas, NAEP collects a wealth of other information to address many questions about student achievement. How well prepared are today’s teachers? How much homework are students assigned? How do schools vary in terms of courses offered? NAEP attempts to address these questions and others through data collected on background questionnaires.
Sampled students, as well as their teachers and principals, complete these questionnaires to provide NAEP with data about students’ school backgrounds and educational activities. Students answer questions about courses, homework, and a limited number of additional factors related to instruction. Teachers answer questions about their professional qualifications and teaching activities, while principals answer questions about school-level practices and policies. Relating student performance on the subject-related portions of the assessments to the information gathered on the background questionnaires increases the usefulness of NAEP findings and provides a context for understanding student achievement.

**Related Questions:**

**Question 2:** What subjects does NAEP assess? How are the assessment questions determined?

**Question 5:** How many schools and students participate in NAEP, and who are they? When are the data collected during the school year?
Q: What subjects does NAEP assess? How are the assessment questions determined?

A: Since its inception in 1969, the National Assessment of Educational Progress (NAEP) has assessed numerous academic subjects, including mathematics, reading, science, writing, geography, U.S. history, economics, civics, and the arts. (A chronological list of assessments planned through 2017 appears on page 55.)

The National Assessment Governing Board selects the subjects to be assessed and oversees creation of both the frameworks that underlie the NAEP assessments and the specifications that guide the development of the assessment instruments. The framework for each subject area is determined through a collaborative process involving teachers, curriculum specialists, subject-matter specialists, school administrators, parents, and members of the general public. The specifications provided by the Governing Board bridge the gap between the frameworks and the assessments by indicating the way in which the intent of the framework is to be implemented during item development.

Further Details

Selection of Subjects

In 1988, the legislation authorizing NAEP charged the Governing Board with determining which subject areas to assess and setting the schedule for the assessments. Beginning with the 2003 assessment, state NAEP included biennial mathematics and reading assessments for grades 4 and 8. Since 2002, TUDA has assessed urban districts in reading, writing, mathematics, and science. Other subjects NAEP has assessed include civics, U.S. history, economics, geography, and the arts. The table on page 55 lists NAEP’s planned assessments through 2017.

Development of Frameworks

Frameworks are the blueprints that the Governing Board uses to specify the content and guide the development of assessment instruments in each subject. The validity of educational inferences made using NAEP data is dependent on the implementation of high standards and rigorous procedures for framework development.

Developing a particular framework involves the following elements:

- widespread participation and reviews by educators and state education officials in the field of interest;
- reviews by steering committees whose members represent policymakers, practitioners, and members of the general public;
- involvement of subject supervisors from the education agencies of prospective participants;
- public hearings; and
- reviews by National Center for Education Statistics (NCES) staff, a policy advisory panel, and scholars in the field of interest.
Objectives developed and adopted by the Governing Board as a result of this process lead to NAEP assessments that are valid and reliable and that are based on widely accepted professional standards. The framework publications for each of the NAEP assessments provide more details about the development process for individual subjects. Frameworks are available at the Governing Board’s website (http://www.nagb.org).

Frameworks differ from both the national and state content standards. While the standards document usually encompasses all that should be taught, the frameworks define only that which will be tested.

Nevertheless, the frameworks attempt to capture a broad range of content and skills that students need to learn in specific subject areas. The collaborative process used to develop the frameworks ensures that they reflect current educational requirements in a particular subject-area field.

Because the assessments must remain flexible to mirror changes in educational objectives and curricula, the frameworks must be responsive to current teaching practices and research findings. To ensure the currency of NAEP assessments, the frameworks are periodically revised so that test specifications still meet expectations of what students should know and be able to do in specific subject areas.

specification of Assessment Questions

In addition to the framework, the Governing Board provides more detailed assessment specifications that guide item development. These specifications indicate how to implement and operationalize the intent of the framework.

Under the direction of NCES, current NAEP contractors develop the questions and tasks based on the subject-specific frameworks. National, state, and urban district main NAEP assessments use the same assessment instruments.

For each subject area assessment, a national committee of teachers, subject-matter specialists, and measurement experts provide guidance and review the questions to ensure that they meet the framework specifications. For each state assessment, state curriculum and testing directors review the questions to be included in the NAEP state component.

Related Questions:

Question 1: What is NAEP?

Question 4: Why are NAEP questions kept confidential?

Question 5: How many schools and students participate in NAEP, and who are they? When are the data collected during the school year?

Question 9: What process is used to develop the assessments?
Q: Can the public examine the NAEP questions and find out how well individual students performed on the NAEP assessment?

A: Most of the questions used in National Assessment of Educational Progress (NAEP) assessments remain secure or confidential to protect the integrity of the assessment. In order for NAEP to accurately measure student achievement over time, the assessments must be administered to students who have never seen the questions before. Nevertheless, NAEP typically stops using and releases about one-fourth of the questions used in each assessment. The released items are replaced with new items.

Released assessment questions may be viewed using a web-based tool on the NAEP website (http://nces.ed.gov/nationsreportcard/itmrls). This website also provides sample student booklets for the public to view or download.

Under certain prearranged conditions, small groups of people can also review the actual booklets being used in the assessment. This review must be arranged with the NAEP State Coordinator, with the National Center for Education Statistics (NCES), or with the National Assessment Governing Board. The review occurs under the supervision of NAEP program staff. The principal of a participating school can provide information about how to contact the State Coordinator for this purpose.

NAEP does not provide scores for individual children or schools since no individual student takes the entire NAEP assessment in a particular subject area. Each student instead answers a small subset of the entire assessment, which cannot accurately demonstrate a student’s knowledge of a subject.

Further Details

Public Access to NAEP Questions

There are a number of ways in which the public can view the types of questions that NAEP will be asking students. The NAEP website (http://nces.ed.gov/nationsreportcard) provides parents, students, and others with sample test information (called Sample Questions Booklets) for downloading and printing.

In addition, NAEP has designed the NAEP Questions Tool, which provides web-based access to released questions in mathematics, reading, science, writing, U.S. history, economics, civics, and geography. This tool allows the public to search for questions by grade (4, 8, and 12), by age (9, 13, and 17), by content area cognitive dimensions, by question type (i.e., multiple-choice, short constructed response, or extended constructed response), and by level of difficulty. The tool gives individuals an opportunity to see the NAEP questions, scoring guides/answer keys, sample student responses, overall student performance, and NAEP student group performance (e.g., performance by gender or race/ethnicity). A print component of the tool allows for easy printing of any combination of the released NAEP questions and ancillary material. The
NAEP Questions Tool is located online at http://nces.ed.gov/nationsreportcard/itmrls.

Within the limits of staff and resources, school administrators and interested members of the public can also make plans to view the actual NAEP booklets being used for the current assessment. Arrangements for this review must be made prior to the local administration dates so that sufficient materials can be provided and interested persons can be notified. Upon request, NAEP staff will also review the booklets with small groups of individuals in a secure setting, with the understanding that no assessment questions will be duplicated, copied, or removed.

While the public may examine the assessment questions, it is important to remember that NAEP does not provide scores for individual students or schools. To reduce the test-taking burden, no individual student takes the entire NAEP assessment in a particular subject area; rather, each student answers a small subset of the entire assessment. This subset is too small to provide an accurate picture of a particular student's knowledge of a subject. Therefore, it is not possible for NAEP to report results of an individual's performance. Instead, NAEP provides results for populations of students (e.g., fourth-graders) and subgroups of those populations (e.g., female students or Hispanic students).

Individuals who would like to view secure NAEP questions and instruments should

- make their request in writing;
- provide their name, affiliation, address, and telephone number; and
- direct their request to NCES, the Governing Board, or a NAEP State Coordinator.

NAEP State Coordinators have primary responsibility for coordinating with NCES to make arrangements for individuals to have access to secure NAEP questions and instruments. Contact information for the appropriate State Coordinator is available in NAEP state profiles or, for schools participating in NAEP, via the My NAEP website (http://www.mynaep.com). Contact information may also be obtained by calling NCES at 202–502–7420.

Related Questions:

**Question 4:** Why are NAEP questions kept confidential?

**Question 16:** Are the NAEP data confidential?
As with other school tests or assessments, most of the questions used in the National Assessment of Educational Progress (NAEP) remain secure or confidential to protect the integrity of the assessment. For NAEP to accurately measure student achievement over time, the assessments must be administered to students who have never seen the questions before. Despite these concerns, NAEP typically releases one-fourth or more of the questions used in each assessment, making them available for public use.

Further Details

The Importance of Security

Measuring student achievement and comparing students’ scores from previous years requires reusing some questions for continuity and statistical purposes. These questions must remain secure to assess trends in academic performance accurately and to report student performance on existing NAEP score scales.

Furthermore, for NAEP to regularly assess what the nation’s students know and can do, it must keep the assessment from being compromised. If students have prior knowledge of test questions, then schools and parents will not know whether their performances are based on classroom learning or coaching on specific assessment questions.

Nevertheless, the public has a right to know about the content of NAEP assessments. NAEP stops using and releases to the public approximately 25 percent or more of the questions in each assessment after each assessment cycle, while maintaining the security of other NAEP questions for use in future assessments. These released questions are available to the public via the NAEP Questions Tool on the NAEP website, as described on page 10. Since NAEP has been assessing core subject areas and reporting trend data for subjects such as reading and mathematics since the early 1990s, the website contains a large collection of questions that represents the full range of grade levels assessed, question types, and the content classifications as specified by the subject-area frameworks.

Related Questions:

Question 3: Can the public examine the NAEP questions and find out how well individual students performed on the NAEP assessment?

Question 16: Are the NAEP data confidential?
Q: How many schools and students participate in NAEP, and who are they? When are the data collected during the school year?

A: The number of students selected to be in a National Assessment of Educational Progress (NAEP) sample depends on whether it is a national-only sample or a combined state and national sample. Generally, national assessments involve participation by fewer students and schools than state-level assessments. In the national-only sample, there are approximately 10,000 students per subject area and grade level. In a combined national and state sample, there are approximately 3,000 students sampled per participating jurisdiction from approximately 100 schools, per subject area and grade level. Typically, 30 students per subject per grade are randomly selected in each school.

Data for the national and state NAEP are collected at the same time during winter. While the best time for data collection may be the end of the school year when students have had more opportunity to learn, many states conduct their state assessments in the spring. By testing in the winter, NAEP interferes less with state programs. Data for the national long-term trend assessments are collected in the fall for 13-year-olds, in the winter for 9-year-olds, and in the spring for 17-year-olds. Other NAEP special studies can occur at different points throughout the school year.

Further Details

Sample Selection

NAEP does not, and is not designed to, report on the performance of individual students. Rather, it samples and reports on the performance of groups of individuals whose aggregate scores represent the performance of large student groups.

A sample is a subset of a population that is selected by an appropriate probability mechanism for the purpose of investigating the properties of a particular population. The total number of children in any particular grade in the United States is between three and four million. The number of students selected to be in a NAEP sample depends on whether it is a national-only sample, or a combined state and national sample (as would be the case for subject areas that are assessed at the state level). For subjects that are assessed at the national and state levels, approximately 4 percent of the students are sampled, including representative samples from each state. All the students from the combined sample comprise the national sample. For subjects that are assessed at the national level only, approximately 0.4 percent of the students are sampled to represent the entire population of U.S. students in the appropriate age or grade group. Different samples of the population of students at ages 9, 13, and 17 are selected for the NAEP long-term trend assessment.

Although only a very small percentage of the student population in each grade is assessed, NAEP estimates are accurate because they depend on the absolute number of students participating, not on the relative proportion of students. Thus, all or nearly all of the schools and students selected must partici-
participate in the assessment to ensure that the NAEP sample is truly representative of the nation’s student population.

**Ensuring Representative Samples**

As the Nation’s Report Card, NAEP must report accurate results for populations of students and subgroups of these populations (e.g., minority students or students attending nonpublic schools). The relatively small samples of students selected for the NAEP assessments must be truly representative of the entire student population.

Every school has a predictable chance of being selected for the sample. Factors such as grade, subject, or public and nonpublic status influence the probability of both school and student selection. Within a selected school, all students in a participating grade have equal likelihood of being chosen for the sample. However, the validity of statistically selected samples can be compromised by factors such as absenteeism or insufficient school participation. Conversely, the elective participation by unsolicited schools that do not fit the sampling design would undermine the validity of findings; therefore, while NAEP encourages the participation of all parties selected, it cannot accept volunteers.

A multistage design that relies on stratification (i.e., classification into groups having similar characteristics) is used to choose samples of student populations. To ensure an accurate representation, the samples are randomly selected from groups of schools that have been stratified by variables such as extent of urbanization, percentage of minority enrollment, median household income, or state achievement test results.

A nationally representative sample includes students from both participating and nonparticipating jurisdictions. Participating jurisdictions receive separate reports; students from nonparticipating jurisdictions form part of the national sample, but such jurisdictions do not receive separate reports.

For the national-only and long-term trend NAEP assessments, the sampling design begins with the selection of geographic areas defined as counties or groups of counties—termed primary sampling units (PSUs). Then schools (public and nonpublic) are selected within the PSUs. Finally, students are selected within those schools. Stratification ensures that the PSU sample is representative of the nation.

To ensure that the results reported for major student groups of populations are accurate, oversampling (i.e., sampling particular types of schools at a higher rate than they appear in the population) is necessary. For example, for national-only assessments, main NAEP oversamples nonpublic schools and schools with large minority populations, thereby providing large samples to ensure accurate estimates of student group performance.

If these samples are to be representative of the population as a whole, however, the data from the students in the oversampled schools must be properly weighted during analysis. Weighting compensates for the disproportionate representation of certain student groups that occurs because of oversampling. Similarly, it also offsets low sampling rates that can occur for very small schools. Thus, when prop-
erly weighted, NAEP data provide results that reflect the representative performance of the entire nation and of the student groups of interest.

**Assessment Schedules**

NAEP does not assess all subjects at all grades every year. The independent National Assessment Governing Board, following the general requirements of federal legislation, determines which assessments will be assessed in particular years. Further information about assessment schedules for specific subjects is shown on page 55.

Within a particular assessment year, the most active period for NAEP assessments is the winter months. The time of year for conducting the assessment remains relatively constant across assessment years to permit an accurate measurement of change over time and to help ensure that the results are comparable.

National and state assessments, with the exceptions of arts and foreign language assessments, are administered during a 6-week period from the last week of January through the first week of March. Data collection activities for the long-term trend assessments occur in the fall for 13-year-olds, in the winter for 9-year-olds, and in the spring for 17-year-olds.

**Related Questions:**

**Question 1:** What is NAEP?

**Question 2:** What subjects does NAEP assess? How are the assessment questions determined?

**Question 6:** How does NAEP use a large number of test questions, yet limit testing time per student to less than an hour?
Q: How does NAEP use a large number of test questions, yet typically limit testing time per student to less than an hour?

A: Typically, several hundred questions are needed to reliably test the many specifications of the complex frameworks that guide the National Assessment of Educational Progress (NAEP) assessments. Administering the entire collection of subject-area questions to each student would be far too time consuming to be practical.

Therefore, NAEP divides the test questions into different portions, or blocks, and administers the various blocks of the entire pool of subject-area questions to different but equivalent student samples. This design minimizes the assessment time required per student while allowing complete coverage of the subject being assessed. NAEP assessments including background questions are designed so that they require approximately 90 minutes. Principals and teachers are asked to complete questionnaires—either online or on a paper copy. Teachers may also be asked to fill out questionnaires for their English language learners and students with disabilities.

NAEP asks each student to answer questions in only one subject and uses 20 to 60 varying combinations of different blocks from the item pool. This enables NAEP to check for any unusual interactions that may occur between different samples of students and different sets of assessment questions. NAEP distributes the test booklets in a way that ensures the different test forms are distributed in approximately equal numbers to each group of students in the sample.

Further Details

Design of NAEP Test Forms

In the NAEP design of test forms, the subject-area blocks are balanced. Each block of questions appears an equal number of times in every possible position in the various test booklet forms. Each subject-area block is also paired with every other subject-area block in at least one of the test forms. (The NAEP test form design varies according to subject area.) The number of subject-area blocks vary from 6 to 20, while the range of booklets goes from 18 to 73.

The following table presents a simplified example of Balanced Incomplete Block (BIB) spiraling. In this example, the full sample of students is divided into 15 equivalent groups, and each group of students is assigned one of the 15 test booklets. In this design, each subject-area block appears an equal number of times throughout all booklets (five times in this case). Each block is paired once with every other block. Each block appears two times in one booklet position and three times in the other position. (This example shows only the subject-area blocks, even though the test booklets also contain background questionnaire blocks.)

NAEP’s test form design necessitates printing a greater variety of test booklets. Furthermore, each assessment booklet form must appear in the sample approximately the same number of times and must be administered to equivalent student
groups within the full sample. To ensure proper distribution at assessment time, the booklets are packed in order (in the above example, one each of booklets 1 through 15, then 1 through 15 again, and so on). The test coordinator randomly assigns these booklets to the students in each test administration session. Spiraled distribution of the booklets promotes comparable sample sizes for each version of the booklet, ensures that these samples are randomly equivalent, and reduces the likelihood that students will be seated within viewing distance of another student with an identical booklet.

**Related Question:**

**Question 9:** What process is used to develop the assessments?
Q: What are NAEP’s procedures for collecting data?

A: Contractor staff administer the NAEP assessments after undergoing extensive training. Detailed procedural manuals, training, supervision, and quality control monitoring ensure uniformity of procedures across jurisdictions. The careful control of the complex data collection process contributes to the quality of the assessments and their results as well as ensuring that student and school information remains confidential.

Further Details

Organization and Supervision of Data Collection

The National Assessment of Educational Progress (NAEP) relies heavily on the participation of school administrators and staff. Obtaining the agreement of the selected schools requires substantial time and energy. A series of mailings, including letters to the chief state school officers and district superintendents, notifies the sampled schools of their selection. Additional informational materials are sent and procedures are explained at introductory meetings.

The data collection contractor is responsible for the following field administration duties:

- selecting the sample of schools and students;
- developing the administration procedures, manuals, and materials;
- hiring and training staff to conduct the assessments; and
- conducting an extensive quality-assurance program.

To meet the varying staffing demands of data collection for national, state, and long-term trend assessments, the contractor hires and trains between 1,000 and 3,000 field staff members every year. Field staff complete all NAEP-associated paperwork, reducing the burden on participating schools.

State supervisors work with state-appointed coordinators to carry out the necessary organizational tasks. The individual schools are responsible for preparing lists of students enrolled in the sampled grade, and distributing the teacher, school, and SD and/or ELL questionnaires. (SD and/or ELL refers to students with disabilities and/or English language learners.) NAEP contractor staff administer the assessment.

After each session, field staff interview school personnel to receive their comments and recommendations. As a final quality control step, the contractor solicits feedback from state personnel and from its own field staff to help improve procedures, documentation, and training for future assessments.
Management of Assessment Materials

Under the direction of the National Center for Education Statistics (NCES), the materials contractor produces the materials needed for the NAEP assessments. The contractor prints identifying bar codes and numbers for the booklets and questionnaires, preassigns the booklets to testing sessions, and prints the booklet numbers on the administration schedule.

These activities improve the accuracy of data collection and assist with the booklet distribution process. In order to ensure confidentiality, test booklet numbers are preassigned to the students in a particular assessment session; these numbers are printed on the administration schedule in advance of the testing date. Each student’s name is recorded on a sticker temporarily affixed to the test booklet. Name stickers are removed and destroyed by the test administrator immediately after each session. Furthermore, the administration forms are perforated so that all student and teacher names can be easily removed after the administration session. At this point, all links between students’ names and corresponding student, teacher, or school background information have been broken. The portion of the forms containing the student names is held by school administrators and destroyed on a pre-determined later date.

The materials contractor handles all receipt control, data preparation, and processing, scanning, and scoring activities for the NAEP assessments. Using an image-processing and scoring system specially designed for NAEP, the contractor scans the multiple-choice selections, the handwritten student responses, and other data provided by students, teachers, and administrators. When this image-based scoring system was introduced during the 1994 assessment, it virtually eliminated paper handling during the scoring process. The system also permits online monitoring and recalibration for scoring reliability.

Related Questions:

Question 3: Can the public examine the NAEP questions and find out how well individual students performed on the NAEP assessment?

Question 6: How does NAEP use a large number of test questions, yet limit testing time per student to less than an hour?

Question 10: How does NAEP reliably score and process millions of student-composed responses?

Question 15: Who evaluates and validates NAEP?
Q: How does NAEP accommodate students with disabilities and English language learners?

A: Throughout its history, the National Assessment of Educational Progress (NAEP) has encouraged the inclusion of all students who could meaningfully participate in the assessment, including special-needs students such as students with disabilities and/or English language learners. Over the years, schools have classified an increasing proportion of students as disabled (SD) and/or English language learners (ELL). Although NAEP establishes guidelines for inclusion, states differ in the types and levels of accommodation provided for SD and/or ELL students. Since the 1997 amendments to the Individuals with Disabilities Education Act (IDEA), however, some states are changing their criteria for including students with disabilities.

Previously, because of concerns about standardized administration, accommodations such as bilingual booklets and extended testing time were not permitted. As a result, some students who could have participated had accommodations been made available were excluded. In 1996 the National Center for Education Statistics (NCES) formally tested new inclusion policies for NAEP. Under these new, more inclusive guidelines, school administrators were encouraged, even when in doubt, to include SD and/or ELL students. In addition, the NAEP program began to explore the use of accommodations for these special-needs students. Based on analyses of the impact of offering accommodations, in 1996 NAEP began reporting results for some subject areas that included the performance of special-needs students who had received accommodations. Beginning in 2002, NAEP began reporting results for all subject areas that include the performance of accommodated students.

Assessing Students With Special Needs

NAEP intends to assess all students selected to participate. However, some students may have difficulty with the assessment as it is normally administered because of a disability and/or because he or she is an English language learner. When a school identifies a student as having a disability and/or as being an English language learner, the teacher or staff member who is most familiar with the student is asked to complete a questionnaire about the services received by the student.

The anonymous SD/ELL questionnaire provides useful information about exclusion rates by disability conditions in different states. Students who cannot meaningfully take part, even with an accommodation allowed by NAEP, are excluded from the assessment. The decision to exclude SD and/or ELL students is made by local schools. They are encouraged to follow guidelines provided by the NAEP program.

Beginning with the 1996 national main assessment, NAEP implemented a two-part modification of procedures to increase inclusion in NAEP assessments. First, revised criteria were developed to guide how
decisions about inclusion should be made. Second, NAEP began providing certain accommodations that were either specified in a student’s Individualized Education Program (IEP) or had been frequently used to test the student.

The accommodations vary depending on the subjects being assessed. Certain accommodations are not offered in particular subject areas if the use of the accommodations would alter the nature of the skills being assessed. For example, oral reading of the assessment passages and questions is not permitted for students participating in the NAEP reading assessment, and calculators are not allowed on parts of the NAEP mathematics assessment.

The following are examples of the accommodations that have been provided most frequently to students participating in NAEP:

- one-on-one testing;
- bilingual books in mathematics;
- large-print books;
- small-group testing;
- extended time;
- oral reading of directions;
- translating directions into American Sign Language;
- use of magnifying equipment;
- use of an aid for transcribing responses; and
- English-Spanish translation dictionary (except in the reading assessment).

In assessments conducted between 1996 and 2000, a split-sample design was used. The split-sample design made it possible to study the effects on NAEP results of including special-needs students who required and were provided with accommodations, while at the same time obtaining results that were comparable to those from previous assessments in which accommodations were not provided. Based on research conducted and published since that time, it was determined that NAEP could begin a transition to reporting results that included the performance of special-needs students who were assessed with accommodations. Beginning with the 2002 assessment, all students who require accommodations permitted by NAEP are allowed to use them.

Related Question:

**Question 5:** How many schools and students participate in NAEP, and who are they? When are the data collected during the school year?
Q: What process is used to develop the assessments?

A: To meet the nation’s growing need for information about what students know and can do, the National Assessment of Educational Progress (NAEP) cognitive assessment instruments must meet the highest standards of measurement reliability and validity. Developing the assessment instruments—from writing questions to analyzing pilot-test results to constructing the final instruments—is a complex process that consumes most of the time during the interval between assessments. In addition to conducting national pilot tests, developers oversee numerous reviews of the assessment instrument by NAEP measurement experts, by the National Assessment Governing Board, and by external groups that include representatives from each of the states and jurisdictions that participate in the NAEP program.

Further Details

The Development Process

For each subject NAEP assesses, a subject-related standing committee is convened to provide input to the development process to help ensure that the assessment is aligned with the framework developed by the Governing Board. The subject-related standing committee reviews the assessment questions and independently confirms the validity of each question. The committee meets several times during the development cycle to consider how questions should be formatted, to verify grade appropriateness, to ensure usefulness for measuring subject-related knowledge or skills, to refine the scoring guides that will be used for scoring students’ responses to constructed-response questions, and to review pilot-test results.

In addition to reviews by the subject-related standing committee, each newly developed assessment question is reviewed by National Center for Education Statistics (NCES) staff and approved by the Governing Board’s Assessment Development Committee. Furthermore, the assessments that are used in the state NAEP are reviewed by a group of state representatives. General assessment development issues are also discussed with a group composed of state representatives who meet regularly to consider issues related to the NAEP state assessment program.

The following summarizes the general steps used to develop the cognitive instruments for all NAEP assessments:

- Test development specialists and various subject-matter experts write the questions and exercises according to question specifications based on the frameworks for each subject.
- Test development staff experienced in the subject area review the questions and exercises for content concerns and revise them accordingly.
- Questions and exercises are put in a database, as is all the information that describes what the item is designed to test.
Test developers assemble **blocks** of questions and exercises for national **pilot tests** according to specifications outlined in the subject frameworks. (NAEP uses the term “block” to refer to a collection of questions administered to students as a timed unit.)

Specialists review the blocks for fairness, in order to eliminate potential item **bias**. At this time, copyright permission is obtained as necessary for any questions or exercises containing reprints of authentic source materials (such as reading passages or primary historical documents).

Assessment questions are administered to individual students in one-on-one or small-group question tryout **sessions** to determine both how well students understand the questions and what further refinements should be made to the wording or formatting of questions.

Subject-related standing committees are convened again to review the questions and blocks and to independently confirm that the questions fit the framework specifications and are correctly classified.

For the state assessment program, assessment and curriculum specialists from participating states and other jurisdictions review all questions, exercises, and questionnaires that will be included in the assessment.

Test developers update the pilot-test version of the questions and exercises based on reviews from the standing committee as well as content and assessment experts.

The pilot-test questions are reviewed by NCES for compliance with government policies on data collection.

The questions are then further reviewed by the Governing Board, which approves their use in the pilot test.

The pilot tests are administered, scored, and analyzed.

Suitable questions for the final assessment instrument are selected based on pilot-test results and framework specifications.

Subject-matter specialists review the items selected for the final assessment.

Assessment questions undergo additional fairness and editorial reviews.

Subject-related standing committees are convened again to review the questions and to independently confirm **multiple-choice** answer keys, scoring guides, and classification codes.

The final assessment questions are reviewed once again by NCES. The Governing Board further reviews these questions and revisions are made as needed to obtain government clearance from the Office of Management and Budget (OMB).

The assessments are administered, scored, and analyzed.
The blocks undergo a mandatory fairness review to ensure that the assessment reflects thoughtful, balanced input from all groups of people. External reviewers, including state education agency personnel, review the questions for appropriateness for students from a variety of backgrounds and across regions. As part of its responsibility for final approval of all NAEP assessment questions, the Governing Board ensures that all questions selected for NAEP are free from racial, cultural, gender, or regional bias and are nonideological, secular, and neutral.

After assessments are conducted, the results for each assessment question are checked empirically. This empirical check for fairness employs differential item functioning (DIF) analyses. DIF analyses identify questions that are differentially difficult for particular student groups (identified by categories such as racial/ethnic classification or by gender) for reasons that seem unrelated to the overall ability of the students. For further discussion of procedures for detecting DIF, see the The NAEP 1998 Technical Report (Allen, Donoghue, and Schoeps, 2001).

Related Questions:

Question 2: What subjects does NAEP assess? How are the assessment questions determined?

Question 11: How does NAEP analyze the assessment results?
Q: How does NAEP reliably score and process millions of student-composed responses?

A: National Assessment of Educational Progress (NAEP) assessments contain both multiple-choice and constructed-response questions. While multiple-choice questions allow students to select an answer from a list of options, constructed-response questions require students to provide their own answers. Whereas responses to multiple-choice questions are scored by a computer scoring program, responses to constructed-response questions are scored by qualified and trained scorers.

Scoring a large number of constructed responses with a high level of reliability and within a limited time frame is essential to NAEP’s success. (In a typical year, over three million constructed responses are scored.) To ensure reliable, quick scoring, NAEP takes the following steps:

- develops focused, explicit scoring guides that match the criteria delineated in the assessment frameworks;
- recruits qualified and experienced scorers, trains them, and verifies their ability to score particular questions through qualifying tests;
- employs an image-processing and scoring system that routes images of student responses directly to the scorers so they can focus on scoring rather than paper routing;
- monitors scorer consistency through ongoing reliability checks;
- assesses the quality of scorer decision making through frequent monitoring by NAEP assessment experts; and
- documents all training, scoring, and quality control procedures in the NAEP technical reports.

Further Details

Developing Scoring Guides

Scoring guides for the assessments are developed using a multistage process. First, scoring criteria are articulated. While the constructed-response questions are being developed, initial versions of the scoring guides are drafted. Subject-area and measurement specialists, the subject-related standing committees, the National Center for Education Statistics (NCES), and the National Assessment Governing Board review the scoring guides to ensure that they include criteria consistent with the wording of the questions; are concise, explicit, and clear; and reflect the assessment framework criteria.

Next, the guides are used to score student responses from the pilot test. The subject-related standing committees and contractor staff use pilot-test results to further refine the guides. Finally, training materials are prepared. Assessment specialists select examples of student responses from the actual assessment for each performance level specified in the guides. Selecting the examples and anchor sets provides a final opportunity to refine the wording in the scoring guides, develop additional
training materials, and make certain that the guides accurately represent the assessment goals set forth in the framework.

The student response examples clearly express a committee’s interpretations of each performance level described in the scoring guides and help to illustrate the full range of achievement under consideration. Further, the examples promote consistent interpretation of scoring guides during the actual scoring process, helping to ensure the accurate and reliable scoring of diverse responses.

**Recruiting and Training Scorers**

Recruiting highly qualified trainers and scorers to evaluate students’ responses is crucial to the success of the assessment. A four-stage model is used for selecting and training scorers.

The first stage involves selecting scorers who meet qualifications specific to the subject areas being scored. Prospective scorers participate in a simulated scoring exercise and a series of interviews before being hired. (Some applicants—particularly those who will be scoring the mathematics, reading, science, and writing assessments—take an additional exam to measure their understanding of specific skills.)

Next, scorers are oriented to the project and trained to use the image-based scoring system. This orientation includes a presentation of the goals of NAEP and the frameworks for the assessments.

**Preparing Training Materials**

Training materials, including sample student responses, are then prepared for the scorers. Trainers and scoring supervisors read hundreds of student responses to select sample responses that represent each level in the scoring criteria. The samples are selected to ensure representation of students according to the following categories: the different types of schools participating in the assessment; race/ethnicity; gender; geographical location; and by region of the country.

In the third stage, subject-area specialists train scorers using the following procedures:

- presenting and discussing the exercise or question to be scored and the scoring rationale;
- presenting the scoring guide and the sample responses;
- discussing the rationale behind the scoring guide, with a focus on the criteria that distinguish the various levels of the guide;
- practicing the scoring of a common set of sample student responses known as anchor papers;
- discussing in groups each response contained in the practice scoring set; and
- continuing the practice steps until scorers reach a common understanding of how to apply the scoring guide to student responses.

In the final stage, scorers assigned to extended constructed responses work through a qualification round of sample student responses to ensure accuracy and consistency in applying the scoring guide. At every stage, NAEP staff closely monitor scorer selection, training, and quality.
Using the Image-Based System

The image-based scoring system was designed to accommodate NAEP's specific needs while eliminating many of the complexities involved in paper-based training and scoring. First used in the 1994 assessment, the image-based scoring system allows scorers to assess and score student responses on a computer. To do this, student response booklets are scanned, constructed responses are digitized, and the images are stored for presentation on computer monitors. The range of possible scores for an item also appears on the display, so scorers can quickly click on the appropriate button to register their scores.

The image-based system facilitates the training and scoring process by electronically distributing responses to the appropriate scorers and by allowing NAEP supervisors to monitor scorer activities, identifying problems as they occur and implementing solutions expeditiously.

The image-based scoring system allows for all student responses to a single question to be scored continuously, rather than scoring individual student booklets containing responses to multiple questions. This grouping of all student responses to each question improves the validity and reliability of scorer judgments.

Ensuring Rater Reliability

Rater reliability refers to the consistency with which individual scorers assign the same score to a constructed response. This consistency is critical to the success of NAEP; therefore, project staff employ three methods for monitoring reliability.

In the first method, called “backreading,” scoring supervisors selectively review each scorer's work to confirm that the scorer applies the scoring criteria accurately and consistently over time and across a large number of responses. At least 5 percent of each scorer's work is monitored in this process.

In the second method, each group of scorers performs calibration as needed throughout scoring, enabling supervisors to monitor and prevent scoring drift. After scorers have taken an extended break (e.g., at the start of the workday, after lunch), they review the scoring guide and training set and may score a calibration set of papers to reinforce the scoring criteria before returning to score actual student responses.

Last, interrater reliability statistics confirm the degree of consistency in overall scoring, which is measured by scoring a defined percentage of the responses (5% for state assessments, 25% for national assessments) a second time (by a second, different scorer) and comparing the first and second scores.

Maintaining Scoring Consistency

Consistent performance among scorers is paramount for the assessment to produce meaningful results. NAEP's scoring contractors have designed the image-based scoring system to allow for easy monitoring of the scoring process, early identification of problems, and flexibility in training and retraining scorers.

Measuring trends in student achievement, whether short or long term, involves special scoring concerns. To compare student performance across years, scorers must train using the same materials and procedures as in previous assessment years. Furthermore, interrater reliability rates and item mean score drift must be
monitored within the current assessment year as well as across years.

To maintain scoring consistency across years, a random sample of approximately 2000 responses to each question from the prior assessment is randomly interspersed among current responses for rescoring; approximately 500 additional responses are used for trend training. The results are used to determine the degree of scoring agreement between the current and previous assessments.

**Documenting the Process**

The NAEP Technical Documentation is written for researchers familiar with educational measurement and testing and can be accessed online (http://nces.ed.gov/nationsreportcard/tdw). Users will find information concerning item development; the content chosen to be assessed; instruments used in the NAEP assessments; accommodations made for students with disabilities; and the NAEP database, which contains assessment information collected from students and teachers. The database does not contain identifying information and is intended solely for statistical purposes.

**Related Questions:**

**Question 11:** How does NAEP analyze the assessment results?

**Question 13:** How does NAEP make reports and information available to the public?
**Q:** How does NAEP analyze the assessment results?

**A:** Before the data are analyzed, responses from the subgroups of students assessed are assigned sampling weights to ensure that their representation in National Assessment of Educational Progress (NAEP) results matches their actual percentage of the school population in the grades assessed.

Then, data for national and state NAEP assessments in most subjects are analyzed by a process involving the following steps:

- Check item data and performance: The data and performance of each item are checked in a number of ways, including checks on scoring reliability and on differential performance by population groups that is unrelated to overall scores, to ensure fair and reliable measures of performance in the subject of the assessment.

- Set the scale for assessment data: Each subject assessed is divided into subskills, purposes, or content domains specified by the subject framework. For example, the 2009 reading assessment specifies three purposes for reading at grade 8, while the 2007 mathematics assessment specified five content domains, and the 2009 science assessment specifies three content domains. Separate scales are developed relating to the content domains in an assessment subject area. A statistical procedure, Item Response Theory (IRT) scaling, is used to estimate the measurement characteristics of each assessment question.

- Estimate group performance results: Because NAEP must minimize the burden of time on students and schools by keeping assessment administration brief, no individual student takes more than a small portion of the assessment for a given content domain. NAEP uses the results of scaling procedures to estimate the performance of groups of students (e.g., of all fourth-grade students in the nation, of female eighth-grade students in a state).

- Transform results to the reporting scale: Results for assessments conducted in different years are linked to reporting scales to allow comparison of year-to-year trend results for common populations on related assessments.

- Create a database: A database is created and used to make comparisons of all results, such as scale scores, percentiles, percentages at or above achievement levels, and comparisons between groups and between years for a group. All comparisons are subjected to testing for statistical significance, and estimates of standard errors are computed for all statistics.

To ensure reliability of NAEP results, extensive quality control and plausibility checks are carefully conducted as part of each analysis step. Quality control tasks are intended to verify that analysis steps have not introduced errors into the results. Plausibility checks are intended to encourage thinking about whether the results make sense and what story they tell.
Further Details

Weighting

NAEP uses weights to ensure that student samples and subsamples are representative of their respective population groups. Each student assessed represents a portion of the population of interest. Sampling weights are needed to make valid inferences between the student samples and the respective populations from which they were drawn. Responses from the student groups are assigned sampling weights to adjust for oversampling or undersampling from a particular student group. For instance, in national-level-only assessments, census data on the percentage of Hispanic students in the entire student population are used to assign a weight that adjusts the proportion of Hispanic students in the NAEP sample to be nationally representative.

A statistician assigns a weight to each student that is the inverse (or reciprocal) of the student’s selection probability. Since ignoring the fact that data cannot be assumed to be randomly missing could bias results, NAEP makes adjustments to weights to correct for detectable types of school-level and student-level non-response. When response rates are low, NAEP conducts analyses to assess the extent of possible biases that may have been introduced. All NAEP analyses described below are conducted using these non-response adjusted sampling weights.

Steps in NAEP Analysis

Check Item Data and Performance

A portion of the items on every NAEP assessment are constructed-response items, which require that the student create a response rather than select one from a provided set of choices. Such items require scoring by human raters. Lack of consistency between raters may reduce the reliability of the assessment results. To ensure the quality of within-year and across-year scoring reliability, statistical monitoring processes are implemented to assure that specific NAEP reliability standards are met. NAEP analysis staff and scoring staff are in regular communication about rating consistency issues in order to ensure that any scoring inconsistencies are resolved appropriately in a timely fashion.

All subject-area and background questions are subjected to an extensive quality control analysis. Project staff members review the item analysis results, searching for anomalies that may signal unusual results or errors in creating the database. Simultaneously, each subject-area question is examined for differential item functioning (DIF). DIF analyses identify questions, if any, on which the scores of different subgroups of students, such as males and females, differ significantly after matching on ability level. Questions showing such differences are examined by experts for potential bias toward particular student subgroups.

Set the Scale for Assessment Data

After the item and DIF analyses have been completed, the Item Response Theory (IRT) scaling phase begins for each individual grade level and subject. NAEP uses IRT methods to produce a common scale for all assessment performance data (for the nation and all the states together), so scores and trends can be reported on a common metric. IRT scaling provides a method for summarizing
performance on all test questions that measure a common **content domain**. IRT scaling defines the common content by quantifying the relationships between the content scale and the assessment questions in terms of difficulty, discrimination, and other item parameters. Parameters of the IRT model are estimated for each question, with separate scales being established for each predefined content domain (a single scale within a subject area) specified in the assessment framework.

For example, the 2007 reading assessment for grade 8 had three scales describing reading purposes: reading for literary experience, reading to gain information, and reading to perform a task. Because the item parameters determine how each question is represented in the content domain scales, project staff employ psychometric methods to verify that the IRT scaling model provides an acceptable representation of the responses to the questions. In particular, they examine the fit of the model for each question. Item parameter estimation is performed on the entire sample of student responses to subject-area questions.

**Estimate Group Performance Results**

NAEP’s basic goal is to report performance for groups of students on broad content and skill areas. NAEP’s main interest is examining group statistics (such as average scale score, percentages of students at or above certain achievement levels, and percentiles) and comparing these statistics across groups (e.g., males vs. females) and over time (e.g., males in 2007 compared to males in 1996). In theory, given a sufficient number of questions in a content domain, performance distributions for any population could be determined for that content domain. However, NAEP must minimize its burden on students and schools by keeping assessment time brief. To do so, NAEP breaks up most assessments into approximately 10 blocks, each consisting of multiple questions, and administers 1 to 3 blocks of questions to any particular student, depending on the subject. As a result, any given student responds to only a small number of assessment questions for each content domain. Consequently, the performance of any particular student cannot be measured accurately. This student-level imprecision has two important consequences: first, NAEP cannot report the proficiency of any particular student in any given subject area; and second, traditional statistical methods that rely on point estimates of student proficiency become inaccurate and ineffective.

To resolve the apparent dilemma of imprecision in student-level measurement, NAEP uses methodology that produces estimates of the population distribution characteristics directly, without the intermediary stage of calculating point estimates for individuals. This is accomplished using the technique of marginal maximum likelihood estimation, meaning that NAEP scale score distributions are based on an estimated distribution of scale scores, rather than point estimates of a single scale score. This approach allows NAEP to produce accurate and statistically unbiased estimates of population characteristics that properly account for the imprecision in student-level measurement.
Transform Results to the Reporting Scale

After the group performance results have been estimated, the data are then linked to the reporting scale for the related assessments. The transformation to a trend reporting scale is done through a common population linking, which consists of the same students taking the same test analyzed two different ways. Over half the items administered in both years of adjacent assessments are identical. Item parameters for identical items are constrained to be equal in both the current and the previous assessment and re-estimated. Means and standard deviations are recalculated for the previous assessment with the new item parameters.

The overall mean and standard deviation of the previous assessment (as re-estimated in the current year with the joint IRT item parameters) are matched to the mean and standard deviation of the previous assessment using the original IRT item parameters through a linear transformation. The same linear transformation is then applied to the distribution of the current year’s data. As a result, both years’ data are comparably placed on the same reporting scale. Comparing the score distributions for population groups within the overall population determines the adequacy of the linking function.

Create a Database

Results, such as scale scores and percentiles, are compared using a database. A database is also used for creating comparisons between groups or between years for the same group. Statistical tests must be conducted to ensure that changes or differences between two numbers stem from dependable population differences and not sampling or measurement errors.

Statistical significance of NAEP results such as average scale scores, standard deviations, percentiles, percentages at or above achievement levels, and percentages of the population represented by groups are computed and reported. Since all NAEP statistics are subject to measures of uncertainty due to sampling error and measurement error, estimates of standard errors should also be computed to reflect the amount of uncertainty.

Related Question:

**Question 13:** How does NAEP make reports and information available to the public?
Q: How do NCES and members of the public work together to explore education issues using NAEP data and results?

A: Researchers, policymakers and other interested parties can use the NAEP data provided by the National Center for Education Statistics (NCES) to perform their own analyses and studies on educational achievement. Additionally, NCES organizes seminars and discussions to address educational research questions using NAEP data at both the national and state levels.

Further Details

NAEP Data and Results

Because of its large scale, the regularity of its administration, and its thorough quality control process for data collection and analysis, NAEP provides numerous opportunities for secondary data analysis. NAEP data are used by researchers who have many interests, including educators who have policy questions and research scientists who study the development of abilities across the three grades assessed by NAEP.

NAEP has developed products that support the complete dissemination of both national and state NAEP results and data to many audiences. Key data about each state’s or jurisdiction’s schools and student population, as well as its NAEP testing history and results is located in the State Profiles section of the website. This section also offers links to other sources on the website, including the most recent state report cards for all available subjects, scale scores, achievement levels, and key instructional variables. These tools and more are found at http://nces.ed.gov/nationsreportcard.

NAEP Outreach

In addition to these products and tools, NCES periodically offers seminars to stimulate interest in using NAEP data to address educational research questions, enhance participants’ understanding of the methodological and technological issues relevant to NAEP, and demonstrate the steps necessary for conducting accurate statistical analyses of NAEP data. In addition to offering formal and hands-on instruction, the seminars help participants learn about and work with currently available software packages specifically designed for NAEP analyses. These seminars are advertised in advance on the NCES website (http://nces.ed.gov/conferences).

NAEP also conducts discussions of educational issues and policies with state, district, and jurisdiction representatives. Participants in these discussions include testing directors, NAEP coordinators from individual states and other jurisdictions, and representatives from nonpublic school organizations and associations. NAEP also offers information about upcoming assessments and enables those involved in state NAEP to offer their input.

Related Question:

Question 13: How does NAEP make reports and information available to the public?
How does NAEP make reports and information available to the public?

The National Assessment of Educational Progress (NAEP) has developed a number of different publications and web-based tools that provide direct access to national and state data and information. NAEP produces printed reports that offer a comprehensive view of student achievement in particular subject areas. In addition, NAEP has increasingly leveraged the power of the Internet to disseminate assessment results and reports.

NAEP’s websites (http://nces.ed.gov/nationsreportcard, http://nationsreportcard.gov) provide more than just access to printed reports; they house a number of important web-based applications that deliver comprehensive NAEP data and information to the public. There are web pages that highlight results for every major NAEP release. In addition, NAEP has developed a web-based tool, the NAEP Data Explorer (http://nces.ed.gov/nationsreportcard/naepdata), that provides access to extensive NAEP results beyond what appears in print.

Further Details

NAEP Printed Reports

NAEP Report Cards comprehensively report all major results for each assessment. Overall performance results for the nation, states, and a few large urban school districts are offered, as well as the results of demographic student groups as defined by variables such as gender, race/ethnicity, type of school, school location, eligibility for free/reduced-price school lunch, and parents’ highest level of education. In addition, other factors that can affect student performance, such as instructional activities and school policies, may be presented. These reports also provide relevant information on the development, scoring, and analysis of the assessment. Average scores, achievement-level results, percentages of students within defined student groups, and standard errors for all the data presented in the body of the report are available on the NAEP website within the Data Explorer.

Trial Urban District Assessment (TUDA) Reports provide a printed summary of results for selected large urban school districts.

Technical Reports document the psychometric details of the national and state assessments, including the sample design, instrument development, data collection process, and analysis procedures. Technical reports provide information about how the results of the assessment were derived; they do not present the actual results.

The NAEP Website

The NAEP websites (http://ncesreportcard.gov and http://nces.ed.gov/nationsreportcard) provide platforms for the dissemination of NAEP results, data, and general program information. For every major assessment release, web pages are created with graphics and text that highlight the results. Subject-specific pages explore how the NAEP assessments are developed, what they are intended to measure, and where users can find relevant information.
can find the latest results and reports. In addition, the website houses important general information regarding the NAEP program and specific pages of information for those schools that are selected to participate in the NAEP assessment.

A unique aspect of the website is the presence of web-based tools that allow users to access NAEP questions, NAEP data, and state-specific NAEP information. Tutorials on the website guide users so they can effectively utilize the tools. Web products and applications are continually augmented and enhanced to maximize the effective dissemination of NAEP data and results.

The NAEP Data Explorer (http://nces.ed.gov/nationsreportcard/naep-data) provides access to all NAEP data that have been collected since 1990. It provides users with direct access to NAEP national and state data, allowing users to generate and customize their own data tables and graphics. Users are able to create tabular and graphical representations of results and to download tables and graphics into commonly used software packages for personal use or presentations. Users can also perform significance tests to see if observed differences in data are statistically significant.

The NAEP Questions Tool (http://nces.ed.gov/nationsreportcard/itmrls/startsearch.asp) houses a database of released NAEP questions in the subjects that NAEP assesses. All three grade levels are represented, as are all question types (i.e., multiple-choice and constructed response). The tool allows users to search for questions by subject, grade, framework classification, question type, and level of difficulty. Users then have access to NAEP questions, scoring guides/keys, sample student responses, overall student performance, and NAEP student group performance (e.g., gender, racial/ethnic, and achievement-level performance). A print component within the tool allows users to easily print any combination of NAEP questions and ancillary material.

The NAEP State Comparisons Tool (http://nces.ed.gov/nationsreportcard/nde/statecomp) provides data on student performance in mathematics, reading, science and writing assessments from each individual state and the District of Columbia. This tool allows users to create tables, sort data and compare states and jurisdictions based on the average scale scores for selected groups of public school students. Users can see how groups of students performed within a single assessment year or how performance has changed from a previous assessment year to the most recent.

The NAEP Item Maps (http://nces.ed.gov/nationsreportcard/itemmaps) presents examples of student performance and knowledge in NAEP subject areas at each achievement-level. Hyperlinked items allow users to view the item, scoring guide, answer key, student responses and performance data. These items tie into the NAEP Test Yourself and Questions Tools, allowing users to take an in-depth look at information presented to students taking the NAEP assessments. Items that are not hyperlinked are still in use and have not been released to the public.

The NAEP Test Yourself Tool (http://nationsreportcard.gov/testyourself.asp) gives users the opportunity to attempt to answer actual questions that have appeared in NAEP assessments. Questions are divided by subject area and grade level, allowing students, parents and other inter-
ested parties to try their hand at a variety of questions in both multiple-choice and constructed-response question types.

State Report Cards and District Snapshot Reports (http://nces.ed.gov/nationsreportcard/pubs/dst2005/2006458.asp) provide quick access to state- and district-level results and a history of state participation in the NAEP assessments. These pages also provide direct access to the NAEP Data Explorer to investigate the wealth of state and district data on the website.

**Related Question:**

**Question 12:** How do NCES and members of the public work together to explore education issues using NAEP data and results?
**Q:** Can NAEP results be linked to other assessment data?

**A:** In recent years, there has been considerable interest among education policymakers and researchers in linking National Assessment of Educational Progress (NAEP) results to other assessment data. Linking allows researchers to predict from students’ performance on one assessment how they might perform on another assessment they did not take. The 1992 NAEP mathematics assessment results were successfully linked with the International Assessment of Educational Progress (IAEP) of 1991, and the 1996, 2000, and 2003 grade 8 NAEP assessments in mathematics and science have been less successfully linked to the Trends in International Mathematics and Science Study (TIMSS) of 1995, 1999 and 2003. Various methods for linking NAEP scores to state assessment results continue to be explored. Methods continue to be explored to enhance the value of NAEP data by linking to other national databases, such as the Common Core of Data and the School and Staffing Survey.

### Further Details

**Linking NAEP to International Assessments**

**The International Assessment of Educational Progress (IAEP).**

Pashley and Phillips (1993) investigated linking mathematics performance on the 1991 IAEP to performance on the 1992 NAEP. In 1992, they collected sample data from U.S. students who were administered both instruments.

A regression analysis model was developed and then used for projecting IAEP scores from non-U.S. countries onto the NAEP scale.

The relation between the IAEP and NAEP assessments was relatively strong with a good model fit. However, the authors cautioned that linking of results should be considered only if two assessments are similarly constructed and scored.

**Trends in International Mathematics and Science Study (TIMSS).**

The results from the 1996 NAEP and the 1995 TIMSS assessments were linked by matching their score distributions (Johnson and Owen, 1998), since the two assessments were conducted in different years with no students taking both assessments. A comparison of linked eighth-grade results with actual eighth-grade results from states that participated in both assessments suggested that the link was working at an acceptably valid level.

The same linking approach produced inconsistent results at grade 4; therefore, no comparisons at this grade were reported. No studies have explained why the distribution matching method produced consistent results at only one grade.
TIMSS (2003).

Using equipercentile equating, 2003 NAEP data were linked to 2003 TIMSS data (Phillips, 2007) to estimate the percentage of eighth graders in each country that would perform at or above each of the NAEP achievement levels. The results showed that only Singapore and Taiwan had students whose average science score was equivalent to NAEP's science proficient level. In mathematics, Singapore, South Korea, Hong Kong, Taiwan and Japan students scored, on average, at NAEP's proficient level.

**NAEP Scores and State Assessment Results**

One way in which NAEP can be made most useful to state education agencies is by providing a benchmark for comparing the results of local and state assessments conducted in their schools. If a state’s assessment results show a similar pattern of improvement to the state’s NAEP scores, conclusions about progress toward state education goals will be strengthened.

**Linking NAEP Data with Other Databases.**

Building on the earlier work of Linn (1993); Bloxom, Nicewander, and Tan (1995); and Williams et al. (1995), McLaughlin (1998a) explored the feasibility and validity of regression-based linking based on matching state assessment scores of students to NAEP performance records. Using the 1996 state NAEP grade 4 and 8 mathematics assessments in four states, he found (a) it is feasible to develop the linkage of student records without violating either NAEP or state assessment confidentiality assurances, and (b) in three of the four states, acceptably accurate regression estimates of group-level NAEP scores and percentages at achievement levels could be obtained.

McLaughlin (1998b) found that in order for comparisons to be neutral (i.e., so that comparisons based on projected NAEP scores lead to the same conclusions as comparisons based on actual NAEP scores), state test values for average school scores and individual student scores, as well as demographic measures, must be included in the regression models. Like others (Linn and Kiplinger, 1993; Shepard, 1997), he also found that regression functions did not necessarily generalize across years.

Note that many factors influence the validity of inferences that can be drawn from linked scores. These factors include, but are not limited to, the content assessed, the format of the assessment items, the length of the assessment, and the amount of error present in the estimates. Unless the assessment to be linked to NAEP is very similar to NAEP on all of these factors, the linkage could be unstable and potentially misleading. If the test to be linked to NAEP differs from NAEP on any of these factors, some limited interpretations of the linked scores may be defensible, but others may not.

Braun (2007) and McLaughlin (2007) evaluated the 2005 NAEP as a common yardstick for comparing the proficiency standards each state sets on its own tests for fourth and eighth grade reading and mathematics, and for comparing these state standards with national performance benchmarks.
The findings show that states vary widely in the NAEP-equivalents of their proficiency standards. There is a 55 to 81-point difference in proficiency standards between the states, about twice the range seen in average student performance on NAEP between states. Most state proficiency standards fall within the NAEP Basic range—except in 4th-grade reading, where most fall below Basic. It should be noted that the NAEP definition of proficient “competency over challenging subject matter” is different than the states’ definition. A state’s proficiency standard is not necessarily tied to student performance on NAEP. For example, a state may have a less rigorous Adequate Yearly Progress standard, but consistently score highly on NAEP.

The 2007 NAEP reading results are currently in the process of being linked with the Educational Childhood Linking Study-Kindergarten cohort in an effort to conduct studies on informing the development of socioeconomic status measures for NAEP, and to estimate achievement growth curves for NAEP.

Related Question:

Question 12: How do NCES and members of the public work together to explore education issues using NAEP data and results?
Who evaluates and validates NAEP?

Because National Assessment of Educational Progress (NAEP) findings have an impact on the public’s understanding of student academic achievement, precautions must be taken to ensure the validity and reliability of these findings. Therefore, in its current legislation, as in previous legislative mandates, Congress has called for ongoing evaluation of the assessment as a whole. In response to these legislative mandates, the National Center for Education Statistics (NCES) has established various expert panels to study NAEP. These panels have produced a series of reports that address numerous important NAEP issues.

Further Details

Evaluation

A variety of organizations and individuals are continually involved in the evaluation of both the content and technical aspects of NAEP assessments. In the late 1980s and early 1990s, a Technical Review Panel (TRP) was convened by NCES to conduct a thorough evaluation of the NAEP program. The committee’s white paper, Assessing the Validity of the National Assessment of Educational Progress: NAEP Technical Review Panel White Paper, recommended ongoing validation studies for the NAEP assessments (Linn, Koretz, and Baker, 1996). In addition, the National Academy of Education (NAE) was awarded a grant by NCES to evaluate both the state assessment program during its first few years of implementation (Glaser, Linn, and Bohrnstedt, 1997) and the National Assessment Governing Board’s achievement levels (Shepard et al., 1993).

In recent years, evaluations have been conducted on an ongoing basis in two different ways. First, reviews and evaluations of the content of the NAEP assessments are conducted regularly by subject-related standing committees and by NCES and Governing Board staff. In addition, various Governing Board subcommittees are responsible for oversight of different aspects of the program. The Committee on Standards, Design, and Methodology monitors external contracts; the Committee on Reporting and Dissemination prepares and recommends procedures for reporting and disseminating NAEP results; and the Assessment Development Committee reviews and recommends test content for NAEP. Second, panels are formed periodically by NCES or external organizations such as the National Academy of Sciences (NAS) to conduct evaluations in accordance with congressional mandates.

In 1996, NAS was awarded a contract to further evaluate national and state NAEP. In response, NAS formed a committee of distinguished educators and other experts to conduct the evaluation activities described in the congressional mandate of 1994 Public Law 103–382, stating that “the Secretary shall provide for continuing review of the National Assessment, State Assessments, and student performance levels by one or more nationally recognized organizations.” In the evaluation process,
the NAS committee directed workshops, commissioned papers, solicited testimony and interviews, observed NAEP activities, and studied program documents, extant research, and prior evaluation reports. Based on this process, NAS released its NAEP evaluation report, Grading the Nation’s Report Card: Evaluating NAEP and Transforming the Assessment of Educational Progress (Pellegrino, Jones, and Mitchell, 1999). The report presented observations and recommendations for a number of key functions, including (1) streamlining the design of NAEP; (2) enhancing the participation and meaningful assessment of English language learners (ELL) and students with disabilities (SD); (3) broadening the framework design and the assessment development process; and (4) setting reasonable and useful performance standards. The full text of the 1999 report is available online at the NAS website (http://books.nap.edu/catalog.php?record_id=6296).

In 2005, the Buros Center for Testing, in collaboration with the University of Massachusetts/Center for Educational Assessment and the University of Georgia, was awarded the contract to conduct an external evaluation of NAEP.

The NAEP Validity Studies Panel

NCES established the NAEP Validity Studies (NVS) Panel to provide technical review of NAEP plans and products, to identify technical concerns and promising techniques worthy of further study and research, and to conduct small-scale validity studies.

Since its inception in October 1995, the NVS Panel has worked on numerous validity studies. The panel has released reports on topics such as assessment design, item format, assessment technologies, sampling, equating, and reporting assessment results. The released reports are available online at the NAEP Research E-Center website (http://nces.ed.gov/nationsreportcard/researchcenter/papers.asp).

Related Question:

Question 7: What are NAEP’s procedures for collecting data?
Q: Are NAEP assessment data confidential?

A: The National Assessment of Educational Progress (NAEP) program undertakes measures to ensure the confidentiality of all schools and students who participate in the assessments. After publishing NAEP reports, the National Center for Education Statistics (NCES) makes the data available to researchers, but withholds student and school names and other identifying information. Although it might be possible for researchers who have received special access to data to deduce the identities of some NAEP schools, they are bound, under penalty of fines and prison terms, to keep these identities confidential.

Further Details

A Confidential Assessment

Detailed, codified test administration procedures assure the confidentiality of all students who take NAEP assessments. The names of students are used to assign specific test booklets to students selected for a particular assessment. Each booklet has a unique, temporary identification number so that it can be linked to teacher and school data. After a student completes the assessment, NAEP no longer needs students’ names, and the links between students’ names and their test booklets are destroyed by school administrators.

NAEP administrators use tear-off forms to break the link between the names and identification numbers before test booklets are sent for scoring and analysis. Before administrators send booklets to be scored, they remove the portion of the form containing the student’s name. Local school officials keep these forms in a secure storage envelope for a few weeks after the assessment in case the link to the identification numbers needs to be checked. When the information is no longer needed, schools are notified and officials destroy the storage envelope, confirming their actions by returning a Destruction Notice to NAEP. In addition, all government and contractor employees who work with NAEP data collection, analysis, and reporting swear to uphold a confidentiality law. If any employee violates the confidentiality law by disclosing the identities of NAEP respondents, that person is subject to criminal penalties.

Released Data

NAEP provides results about subject matter achievement, instructional experience, and school environment and reports these results for populations of students (e.g., fourth-graders) and subgroups of those populations (e.g., male students or Hispanic students). NAEP does not provide individual scores for the students or schools assessed.

In addition, the data that are released in published reports and on the NAEP website cannot be traced to any particular school or student. Under NCES confidentiality laws and supporting procedures, released data must be certified as clean, or purged of individually identifiable information, before being made available to the general public.
Education researchers may have an interest in additional analyses that require access to raw NAEP data. As a publicly funded project, NAEP fulfills the requirement to make such data available on a restricted-use basis by offering national and state data files to researchers. Qualified researchers interested in obtaining a Restricted-Use Data License, visit http://nces.ed.gov/statprog/instruct.asp for more information and an application.

Before releasing raw data, NCES requires that researchers agree to the terms of the Restricted-Use Data License, including a security plan, inspections for compliance, submission of releases for confidentiality review, and most importantly, an affirmation that they will not use or disclose any identifying information that may be derived from examination of the assessment materials. Researchers who violate the confidentiality law are subject to the same criminal penalties—fines and prison terms—as government and contractor employees.

Related Questions:

Question 3: Can the public examine the NAEP questions and find out how well individual students performed on the NAEP assessment?

Question 4: Why are NAEP questions kept confidential?
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achievement levels. Performance standards, set by the National Assessment Governing Board, that provide a context for interpreting student performance on NAEP, based on recommendations from panels of educators and members of the public.

adequate yearly progress standard. The measure by which schools, districts, and states are held accountable for student performance under Title I of the No Child Left Behind Act of 2001. A state definition of AYP is based on the statewide accountability system, student achievement measurements such as test scores and graduation rates, and statewide academic assessments at the elementary and secondary levels.

assessment session. The period of time during which a test booklet is administered to students.

background questionnaires. The instruments used to collect information about student demographics and educational experiences.

bias. In a test, a systematic error in a test score. In a linkage, a systematic difference in linked values for different subgroups of test takers. Bias usually favors one group of test takers over another.

BIB (Balanced Incomplete Block) spiraling. A complex variant of matrix sampling in which items are administered so that each pair of question blocks is dispensed to a nationally representative sample of respondents.

block. A group of assessment questions created by dividing the question pool for an age or grade into subsets. Blocks are used in the implementation of the BIB spiral sample design.

booklet. The portion of the assessment instrument given to individual students created by combining blocks of assessment questions.

calibrate. To estimate the parameters of a set of questions using responses of a sample of examinees.

calibration sets. Sets of approximately 10 to 20 papers chosen by the trainer (from the training trend set or current-year responses) that serve as tools to prevent scorer drift from the standards exemplified in the scoring guide and anchor and practice papers.

composite scale. An overall subject-area scale based on the weighted average of the scales that are used to summarize performance on the primary dimensions of the curricular framework for the subject-area assessment. For example, the mathematics composite scale is a weighted average of five content-area scales: number sense, properties, and operations; measurement; geometry and spatial sense; data analysis, statistics, and probability; and algebra and functions. These five scales correspond to the five content-area dimensions of the NAEP mathematics framework.

constructed-response question. A non-multiple-choice question or exercise that requires some type of written or oral response.

content domain. A content domain is a set of skills and/or knowledge that is uniquely distinguished from other sets. An example of a content domain is algebra, which is distinguished from other content domains, such as geometry.

Differential Item Functioning (DIF). An item exhibits differential item functioning if the probability of doing well on the item depends on group membership, even after controlling for overall performance.

education agency. An organization involved with education administration. This could be a Local Education Agency (LEA) such as a school district, or a State Education Agency (SEA) such as a state’s Department of Education.

equipercentile equating. A type of nonlinear equating in which the entire score distribution of one test is ad-
justed to match the entire score distribution of the other for a given population. Scores at the same percentile on two different test forms are made equivalent.

**excluded students.** Sampled students determined by the local school (using the student’s Individualized Education Program [IEP] and explicit NAEP criteria) to be unable to participate meaningfully in the assessment because of a disability or because they are English language learners.

**field test.** Items in NAEP mathematics and reading assessments at grades 4 and 8 go through two levels of pretesting: a pilot test and a field test. A field test is the second stage of pretesting and is given 1 year prior to the full scale NAEP assessment. At a field test, the student assessment instrument for the following year is finalized. The instrument is administered to a nationally representative sample of students, and Item Response Theory (IRT) scaling decisions are made using the response data. NOTE: Previously, the term “field test” was used to refer to the first stage of item tryout in all NAEP subject-area assessments. However, beginning with the 2003 assessments, the term applies only to reading and mathematics. The stage of testing formerly referred to as a field test, starting in 2003 and in all future assessments, will be referred to as the “pilot test.” All items in NAEP assessments are pilot tested, but only reading and mathematics are field tested.

**framework.** The blueprint, developed by the National Assessment Governing Board, that guides the development of the NAEP assessment instrument and determines the content to be assessed.

**group effect.** The difference between the mean for a specific group and the mean for the nation.

**image-based scoring.** A system used by NAEP scorers in which student response booklets are scanned, constructed responses are digitized, and the images are stored for presentation on a scorer’s computer screen.

**Individualized Education Plan (IEP).** A program generally created for each public school student who receives special education and related services. It specifies any accommodations needed in order for the student to participate in standardized tests such as NAEP.

**Item Response Theory (IRT).** Test analysis procedures that assume a mathematical model for the probability that a given examinee will respond correctly to a given exercise.

**large central city.** A comparison group that includes public schools located in large central cities (population of 250,000 or more) throughout the United States within metropolitan statistical areas as defined by the federal Office of Management and Budget. It is not synonymous with the term inner city.

**matrix sampling.** A systematic way of assigning samples of test questions to different students.

**multiple-choice item.** An item that consists of one or more introductory sentences followed by a list of response options that include the correct answer and several incorrect alternatives.

**NAEP scales.** The scales common across age or grade levels and assessment years used to report NAEP results.

**nonresponse.** The failure to obtain responses or measurements for all sample elements.

**nonresponse bias.** Occurs when the observed value deviates from the population parameter due to differences between respondents and nonrespondents. Nonresponse bias is likely to occur as a result of not obtaining 100 percent response from the selected cases.

**nonsampling error.** A general term applying to all sources of error, with the exception of sampling error. Includes errors from defects in the sampling frame, response or measurement errors, and mistakes in processing the data.

**objective.** A desirable education goal accepted by scholars in the field, educators,
and concerned laypersons and established through a consensus approach.

**options.** The correct and incorrect response choices included in a multiple-choice question.

**oversampling.** Deliberately sampling a portion of the population at a higher rate than the remainder of the population.

**pilot test.** A pretest of questions to obtain information regarding clarity, difficulty levels, timing, feasibility, and special administrative situations. The pilot test is performed before revising and selecting the questions to be used in the assessment.

**point estimate.** The use of a value of a particular sample statistic to estimate the value for a parameter of interest.

**poststratification.** A common technique in survey analysis for incorporating the population distribution of important characteristics into survey estimates. Poststratification can improve the accuracy of survey estimates both by reducing bias and by increasing precision. It also corrects for nonresponse bias.

**Primary Sampling Unit (PSU).** The basic geographic sampling unit for NAEP. A PSU can be either a single county or a set of contiguous counties.

**probability sample.** A sample in which every element of the population has a known, nonzero probability of being selected.

**psychometric.** The field of study concerned with the theory and technique of educational and psychological measurement, which includes the measurement of knowledge, abilities, attitudes, and personality traits.

**random variable.** A variable that takes on any value of a specified set with a particular probability.

**region.** A NAEP reporting group. One of four geographic areas defined by the Office of Business Economics in the U.S. Department of Commerce, used in gathering and reporting data. These regions are the Northeast, South, Midwest, and West.

**regression analysis.** A statistical procedure for determining the relationship between a set of outcomes and a set of predictors. In the most common case, a single outcome (e.g., student reading proficiency) is predicted by a set of individuals’ characteristics (e.g., student age, gender, and socioeconomic status).

**respondent.** A person who is eligible for NAEP, is in the sample, and responds by completing one or more questions in an assessment booklet.

**SD/ELL student questionnaire.** An instrument completed by local school staff for each student with a disability (SD) or who is an English language learner (ELL) and was selected to participate, regardless of whether or not the student was included in the assessment.

**sample.** A portion of a population, or a subset from a set of units, that is selected by some probability mechanism for the purpose of investigating the properties of the population. NAEP does not assess an entire population but rather selects a representative sample from the group to answer assessment questions.

**sampling error.** The error in survey estimates that occurs because only a sample of the population is observed. Measured by sampling standard error.

**sampling frame.** The list of sampling units from which the sample is selected.

**sampling weight.** A multiplicative factor equal to the reciprocal of the probability of a respondent being selected for assessment, with adjustment for nonresponse and, perhaps, poststratification. The sum of the weights provides an estimate of the number of persons in the population represented by respondents in the sample.

**school questionnaire.** A questionnaire completed for each sampled school by the principal or other official. It is used to gather information concerning school administration, staffing patterns, curriculum, and student services.
**secondary-use data files.** Computer files containing respondent-level subject-area, demographic, and background data. They are available for use by researchers wishing to perform analyses of NAEP data.

**selection probability.** The chance a particular sampling unit has of being selected in the sample.

**session.** A group of students reporting for the administration of an assessment. Most schools conduct only one session, but some large schools conduct as many as 10 or more.

**simple random sample.** The process for selecting n sampling units from a population of N sampling units, so that each sampling unit has an equal chance of being in the sample and every combination of n sampling units has the same chance of being in the sample chosen.

**specifications.** The mix of item formats, the item distribution for subject-specific content areas, and the conditions under which items are presented to students (e.g., use of manipulatives, use of calculators, and length of time to complete tasks), as presented by the National Assessment Governing Board in the assessment frameworks.

**split-sample design.** In a split-sample design, the sample of students or schools is split into two equivalent samples that can be compared against each other. The two samples each can be assessed under different procedures and a comparison can be made. An example is the use of assessment accommodations for students with disabilities, where one sample is allowed accommodations and the other is not.

**standard deviation.** An index of the degree to which a set of data values is concentrated about its mean. Sometimes referred to as “spread.” The standard deviation measures the variability in a distribution of quantities. Distributions with relatively small standard deviations are relatively concentrated; larger standard deviations signify greater variability. In common distributions, like the mathematically defined “normal distribution,” roughly 67% of the quantities are within 1 standard deviation from the mean; about 95% are within 2 standard deviations; nearly all are within 3 standard deviations.

**standard error.** A measure of sampling variability and measurement error for a statistic. Standard errors in NAEP reflect NAEP’s complex sample design. Standard errors may also include a component due to the error of measurement of individual scores estimated using plausible values.

**standing committee.** A group of teachers and education administrators convened to serve an advisory role during item development in each subject area.

**statistical significance.** The statistical significance of a result is the probability that the observed relationship (e.g., between variables) or a difference (e.g., between means) in a sample occurred by pure chance, and that in the population from which the sample was drawn, no such relationship or differences exist.

**stratification.** The division of a population into parts, or strata.

**student group.** Groups within the national population for which NAEP data are reported (for example, gender, race/ethnicity, grade, age, level of parental education, region, and type of location).

**student ID number.** A unique identification number assigned to each respondent to preserve his or her anonymity. NAEP does not record the names of any respondents.

**subject area.** One of the areas assessed by NAEP, including art, civics, geography, mathematics, music, reading, science, U.S. history, and writing.

**systematic sample (systematic random sample).** A sample selected by a systematic method (for example, units selected from a list at equally spaced intervals).
**teacher questionnaire.** A questionnaire completed by selected teachers of sampled students. It is used to gather information concerning teachers' educational background and experience, professional development, and classroom practices.

**Title I.** The primary purpose of the Title I program of the Elementary and Secondary Education Act (ESEA) is to ensure equal educational opportunity for all children regardless of socioeconomic background and to close the achievement gap between poor and affluent children, by providing resources to schools attended by disadvantaged students.

**trimming.** A process by which extreme weights are reduced (trimmed) to diminish the effect of extreme values on estimates and estimated variances.

**variance.** The average of the squared deviations of a random variable from the expected value of the variable. The variance of an estimate is the squared standard error of the estimate.
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- Inclusion  20-1
- Individualized Education Program (IEP)  21, 49
- Instruments, see Assessment Instruments
- IRT (Item Response Theory)  29, 30, 49
- Items  6, 22-3, 27, 29, 30, 32, 35, 48-9, 51

### J
- Jurisdictions  1, 13-4, 18, 22, 33, 35

### L
- Legislation  5, 8, 40
- Linking  37, 44-5
- Long-term trend assessments  4, 6, 13, 15, 18

### M
- Main NAEP  4

### N
- NAEP (National Assessment of Educational Progress)  1-16, 18-22, 24-35, 37-46
- NAEP assessments, main  5, 6
- NAEP Data Explorer  34-6
- NAEP Questions Tool  10, 12, 35
- NAEP State Comparisons Tool  35
- NAEP Validity Studies (NVS)  41
- NVS Panel  41, 44-7
- NAS (National Academy of Sciences)  40-1
- National Academy of Education (NAE)  40, 44, 47
- National Assessment Governing Board  1, 3, 5, 8-11, 15, 22-4, 40, 44-9, 51
- Nation’s Report Card  3, 14, 41, 47
- NCES (National Center for Education Statistics)  1, 3, 8-11, 19, 20, 22-3, 25, 33, 36, 39-47

### O
- Oversampling  14, 30, 50

### P
- Participation  8, 13-4, 18, 41, 46
- Pilot test  23, 25, 49, 50
Primary Sampling Unit  14, 49, 50

Q
Questions Tools, see NAEP Questions Tool

R
Random sample  27, 51
Regions  24, 26, 50-1
Released data  42
Reliability  25-7, 29, 30, 40

S
Sample responses  26
Samples  4, 5, 13-4, 16-8, 26, 31, 48-51
Sampling  14, 32, 41, 49-51
design  14
error  32, 49, 50
weights  30, 50
Scales  29, 31, 48-9
Scaling  29, 54-5
School questionnaires  50
Schools
sampled  18, 50
selected  14, 18
Score distributions  32, 37, 48
Scorers  25-7, 30
Scores
linked  38
scale  29, 31-3
Scoring  1, 25-7, 30, 34, 42
guides  10, 22-3, 25-6, 35
process  19, 26-7
SD, see Disabilities
Security  12
Spiraling, see Balanced incomplete block (BIB)
spiraling
Split-sample design  21, 51
State
assessments  5, 9, 13, 15, 23, 34, 38, 40
participation  36
State Profiles  33
Stratification  14, 51
Student groups  3, 5, 11, 14-5, 24, 29, 30, 34, 42, 48, 51-2
Subject-area  3, 5, 6, 8-11, 13, 16-7, 20-1, 25, 30-1, 34-5, 49, 51
blocks  16
scale  48
Subject frameworks, see frameworks
Subject-related standing committees  22, 25, 40
Subjects  3-16, 22, 24, 29-33, 35, 42-3

T
Technical Report  24-5, 34, 44-5
Technical Review Panel, see TRP
Test booklets  16, 19, 42, 48
TIMSS (Trends in International Mathematics and Science Study)  37-8, 45
Title I  4, 48, 52
Training  18, 25-7
scorers  26
TRP (Technical Review Panel)  40
TUDA (Trial Urban District Assessment)  6, 8, 34

V
Validity  8, 14, 22, 27, 38, 40, 45

W
Website
NAEP  6, 10, 34
NAGB  9
NCES  10, 33, 34-6, 43
Schedule of Assessments 2005 to 2017 (as of March 2009)

<table>
<thead>
<tr>
<th>Year</th>
<th>National Assessment</th>
<th>State Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>Reading <strong>MATHEMATICS</strong>&lt;br&gt;Science&lt;br&gt;High School Transcript Study</td>
<td>Reading (4, 8)&lt;br&gt;MATH (4, 8)&lt;br&gt;Science (4, 8)</td>
</tr>
<tr>
<td>2006</td>
<td>U.S. History&lt;br&gt;Civics&lt;br&gt;ECONOMICS (12)</td>
<td></td>
</tr>
<tr>
<td>2007</td>
<td>Reading (4, 8)&lt;br&gt;Mathematics (4, 8)&lt;br&gt;Writing (8, 12)</td>
<td>Reading (4, 8)&lt;br&gt;Math (4, 8)&lt;br&gt;Writing (8)</td>
</tr>
<tr>
<td>2008</td>
<td>Arts (8)&lt;br&gt;Long-term trend</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>READING&lt;br&gt;Mathematics*&lt;br&gt;SCIENCE&lt;br&gt;High School Transcript Study</td>
<td>READING (4,8,12)&lt;br&gt;Math (4, 8, 12)&lt;br&gt;SCIENCE (4, 8)</td>
</tr>
<tr>
<td>2010</td>
<td>U.S. History&lt;br&gt;Civics&lt;br&gt;Geography</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>Reading (4, 8)&lt;br&gt;Mathematics (4, 8)&lt;br&gt;WRITING</td>
<td>Reading (4, 8)&lt;br&gt;Math (4, 8)&lt;br&gt;WRITING (4, 8)</td>
</tr>
<tr>
<td>2012</td>
<td>Economics (12)&lt;br&gt;PROBE: TECHNOLOGICAL LITERACY [special study]&lt;br&gt;Long-term trend</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>Reading&lt;br&gt;Mathematics&lt;br&gt;Science&lt;br&gt;High School Transcript Study</td>
<td>Reading (4, 8)&lt;br&gt;Math (4, 8)&lt;br&gt;Science (4, 8)</td>
</tr>
<tr>
<td>2014</td>
<td>U.S. HISTORY&lt;br&gt;CIVICS&lt;br&gt;Geography</td>
<td></td>
</tr>
<tr>
<td>2015</td>
<td>Reading (4, 8)&lt;br&gt;Mathematics (4, 8)&lt;br&gt;Writing</td>
<td>Reading (4, 8)&lt;br&gt;Math (4, 8)&lt;br&gt;Writing (4, 8)</td>
</tr>
<tr>
<td>2016</td>
<td>Arts (8)&lt;br&gt;Long-term trend</td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>Reading&lt;br&gt;Mathematics&lt;br&gt;Science&lt;br&gt;High School Transcript Study</td>
<td>Reading (4, 8)&lt;br&gt;Math (4, 8)&lt;br&gt;Science (4, 8)</td>
</tr>
</tbody>
</table>

*New framework for grade 12 only.

NOTES:
(1) Grades tested are 4, 8, and 12 unless otherwise indicated, except that long-term trend assessments sample students at ages 9, 13, and 17 and are conducted in reading and mathematics.
(2) Subjects in **BOLD ALL CAPS** indicate the year in which a new framework is implemented or assessment year for which the Board will decide whether a new or updated framework is needed.

For a complete list of subjects assessed prior to 2000, consult the NAEP website at [http://nces.ed.gov/nationsreportcard/about/assessmentsched.asp](http://nces.ed.gov/nationsreportcard/about/assessmentsched.asp).