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L INTRODUCTION
This is the final report on a study of factors associated with droppmg out of high
school, conducted cooperatrvcly by SMB Economic Research, Inc. and the Center for Educa-
‘tion Statistics, U.S. Department of Education (formerly the National Center for Education
' Statistics). In this study, we examine the influences of pcrsonal and family background |
attrxbutes, economic and locanonal factors, school characteristics and educational ex-
periences, and certain student bchavmrs and choxccs on the decision to leave high school -
before graduat:on ‘We also give special attcntmn to intergroup differences, attempting
- 'to sort out the factors rcsponsxblc for dlsparxtxcs between male and female and among
whxtc, black and Hispanic dropout rates. These analyses, which employ-both-descriptive
' StatlsthS and the multivariate event-history method, are based on data from the initial

and first foilow-up rounds of the High School and Beyond (HS&B) survey of the sophomore
class of 1980. o

~ ¢

-
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BACKGROUND: THE DROPOUT PROBLEM

The work reported on herc, together with othcr recent research on the subject, coin-
cides with a new round of prof essional and policy interest in "the dropout problem." That
problem last attained sahcncc in the policy arena during the 1960s, when many dropout
‘prevention ef f orts were launched. It subsequently receded into the background, only to
return to prominence under altercd circumstances during the last few years. Today, there
is concern that nongraduanon rates, already ‘unacceptably high, may increase further be-
“cause of (a) increases in the proportxon of school €nrolilment made up of poor and minority

- students, the groups most at risk of not completmg school, (b) concern for special
programs aimed at meetxng the needs of these at-risk students, and (c) current reform ef-
forts aimed at raxsxng educat;onal standards and graduation requirements, which, albeit

madvcrtently, may induce more low-performing students to drop out. The last of these
 reasons for concern is S1gn1i‘ icant because, seemingly for the first time, it brings '
_ dropouts into the ccnter of the debate over the quality of American schools.  This report
s f ocused on the high school dropout problem and a ma;orlty of the analyses are focused
"on the nubhg high school dropout problem.

' Why is droppmg out a problem? As the rcscarch literature amply documents, there are
serious adverse consequences both for the individuals concerned and for society from
faxlure to complete high school. The private costs likely to be borne by nongraduates in-
cludc impaired access to most of the pref erred occupational categories in the economy, -

o ‘rcduccd ‘earnings and. mcomc, grcater rxsk of uncmployment and consequent diminution of .
many mgrcdxcnts, both tanglblc and 1ntang1ble, of the quality of life. The putative social

~ ¢costs include reduced economxc output ‘and the consequent loss of publxc revenue, increased

“demand for public transfer payments, and probable increases in crime and other forms of
annsocml behavior, Moreovér, the adverse effects of dropping out may be passed down

hrough the gcneratlons, as dropouts are less likely than high school graduates to provide
f avorable economic and cducatzonal opportunities to their children.

The strongcst evidénce on the harm done by dropping out pertains to thc economic con-
sequences for the dropouts thcmsclvcs. That dropouts earn less than nondropouts, are more
‘f requcntly uncmploycd and are more likely to be found in lower-level occupations is docu-
mented in rcgularly published reports of the Bureau of Labor Statistics (e.g., Young,
_1982) Similar evidence, derived from Census data and including comparisons of both an-
nual and lifetime earnmgs, is prcscntcd in the ngest of Education Statistics (Grant and
Snyder, 1983). These data f urthcr demonstrate that the relative position of dropouts has
been getting worse.. The earnings of ‘male dropouts were considerably lower relative to
_earnings of male h1gh school graduatcs in 1981 than in 1971, and the 1971 ratios, in turn,
were Iowcr than those of the previous decade. Rumbcrgcr (1983) reinforces thcsc findings

e
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Wlth 1979 salary and uncmploymcnt-ratc compansons between dropouts and hlgh school gradu-
~ates. Hill and Stafford (1977) and King (1978) prov1dc further corroboration for earlier
‘ years, including demonstrations of the lower earnmgs and higher uncmploymcnt ratcs ex-
perienced by dropouts. . '
Of course, evidence that dropouts farc worse cconomlcally than hlgh school graduates
does not establish, by itself, that droppmg out is an mdepcndcnt cause of low economic
,pcrformancc It has bccn argucd that the lowcr cconomic achievement of dropouts is attri-
butable mainly to the same background factors as led the dropouts to leave school--that
is, dr:-ppxng out is less a cause of poor pcrf ormance than a "symptom” of prior disadvan-
“' tages (Bachman, Gréen, and ertancn, 1971). However, the preponderance of the evidence
s:ems to support the convcnnonal wisdom that dropping out per se makes a difference.
Both thc ‘human cap:tal rate-of-rcturn lxtcraturc and the sociological status-attainment
“literature confirm that earnings and other ¢conomic outcomes depend on years of schooling,
even after coFtrolhng for family background, ability, and other factors (sec, e.g.,
Jencks, 1979)". Controllmg for family background does reduce the earnings differential
bctwccn dropouts and nondropouts, but accordxng to Olneck (1979), half the original earn-
ings gap remains. Morcovcr, as pointed out by Pallas (1984), most studies compare drop-
‘outs only with high school graduates who. havc not gone on to college, thereby omitting the
contribution that high school graduauon makes to earnings by providing the "tlckct" to
postsecondary education.
Going beyond the disadvantages suff ered by the dropouts themselves; it has been shown
~ that nongraduanon entails social costs. Accordmg to Levin (1972), persons who fail to
i completc hxgh school are more- hkely to requxrc public assistance. In addition, the loss
- of. taxablc output and income attendant on their dropping out constitutes a drain on the
public treasury. Elliott'and Voss (1974) and Ehrlich (1975), along with Levin (1972),
have shown that droppxng out is assoctated with crime and delinquency. The Carnegie
Councxl (1979) notes possible connections to drugs, sexual activity, unemployment, and an
array of other behaviors. Although thesc linkages-are less f xrmly established than those
" . to earnings’'and employmcnt thcy do suggest that droppmg out is more than a private

matter. The community as well as the individual is at rxsk and there is reason for the
* community to be concerned.

INFLUENCES ON DROPPING OUT

To translate concern into effective action requires knowledge of the causes or ante-
cedents of droppmg out; Consxdcrablc knowledge has accumulated over the years about cer-
: tam influences on droppxng out, but major information gaps remain. We comment here,

~first, on what is known about the effects of partxcular sets of variables on dropping out
- and, sccond on the analytlcal approachcs used in a few of the more important recent
studies. -

The factors most strongly and consxstently linked to the incidence of droppmg out
are indicators of f amxly socioeconomic status (SES) and ‘other aspects of family back-
ground The importance of these factors in determmxng educational attainment is
thoroughly éstablished in both the socxologxcal status attainment literature and the
_ econoimic literature on demand for education. If such background factors help to determine
" overall years of schooling completed (e g., Jencks, 1979) and influence the demand for

- hxghcr cducauon (c.g., Manski and Wise, 1983), it is rcasonablc to believe that they in-
’ f luencc high school continuation decisions as well.

v ‘Diréct evidence on the effects of family background on dropping out is provxdcd in
_such studxcs as Combs ahd Cooley (1968), Nam, Rhodes, and Herriott (1968), Bachman, Green,
“and Wirtanen (1971), Hill (1979), Mare. (1980), and anbcrgcr (1983), all of which demon-
_strate that the frequéncy of dropping out declines with rising SES. In addition, Mare :

(1980) and Rumberger (1983) show that dropout rates are higher among students from larger
families and broken homes. More generally, Mare (1980) shows that the influence af SES
and family structure, while signifi 1cant at all stages of cducatxon, is more so for earlier



thun for later education transitions, which implies that such factors should be even more

important in influencing high school completion than they have been shown to be in in-

~fluencing’ postsecondary education decisions.

e Differences in dropout rates between the sexes and among racial and ethnic groups are

well documented in the literature (see, e.g., Grant and Snyder, 1983; Peng, Takai, and
Fcttcrs, 1983; and, with spccxal ref erchc to Hispanics and other language mmormcs,
Stcmbcfg, Blmde, and Chan, 1984). Portes-and Wilson (1976) show that differences in »
“educational attainment between whxtes ‘and blacks tend to wash out when SES factors are

' controllcd--m fact, holdmg SES constant, black attainment is higher than white. Along
the samc lme but with spcc:fx,c reference to droppmg out, Rumberger (1983) has shown
that’ mtcrracml dif fcrcnccs in’ dropout rates diminish-when-SES factors are taken into ac-

‘count, and Mycrs and Bllman (1983), using the HS&B data, have shown that, holdmg SES con-

* stant, the dropout rate for- blacks is Tower than that for whites. In addition, there are
' xndxcatxons in both Hxll (1979) and Rumbcrger (1983) of interracial differences in sen-
smvny of the dropout rate to SES and other cxplanatory factors.

- The ef f ects of locatxon and local economic conditions on dropping out have received

~ ‘only occasional attcntxon Rumbcrgcr (1983) finds a significant regional difference--a.

higher dropout ratc in the South than clsewhcrc, and additional regional effects are re-

"‘portcd in Myers and Ellman (1983) Hill (1979) attempts to determine whether the "local

. demand f or tccnagc labor" is an influence on droppmg out, but his proxy for demand is un-

“satisf actory, ‘and the resulfs are mconc!uswc An earlier study by Lerman (1972), based
~ on Current Population Survey (CPS) data, reports some effects of metropolitan wage rates
" and uncmploymcnt rates on dropping out, but mcthodologxcal problems raise qucsnons about
‘the validity of these results. 7
The effects of school factors have rarely been examined, not because their potential

Jmportance is unapprec:atcd but mainly because of the lack of suitable data. Hill (1979)
did include in his model a "school quahty index, constructed from data on staffi ing
ratlos, hbrary resources, and teacher salaries, but no direct effect of that index on the
dropout rate was found. No similar variables appear in the other models we have reviewed.

The eff ects of ccrtam sfudent bchavxors and choices on the dropout rate have been
demonstrated in multiple studies. Effects of marriage and childbearing are examined in

Waite and Moore (1978), Manm (1978). and Howell and Frese (1982) as well as in Myers and
Ellman (1983) Cautlon is mdxcatcd in asscssmg these relanonshxps, however, because the
direction of causation is unclcar ‘The effect of working while in school is examined by

_D’Amxco (1984), who finds that a large amount of work is associated with a higher rate of
dropping out, whllc a moderate amount of work either has no effect on the dropout rate or
actually reduces it, A number of studles, cited earlier, relate dropping out to delin-

" quency, but once again the du'cctxon of causation is in questxon

T Of the af orementioned studxcs, those most iclcvant in shaping ours were Hill (1979), -
Rumbcrgcr (1983), and Mycrs and Ellman (1983)“. All thrcc use microdata bases (observa-

tions of individual students) and employ multivariate estimation techniques to relate stu-

;dcnt characteristics and other factors t0 the probabllxty of dropping out. Several ear-

lier studies also offer- dropout-ratc models ‘but they either rely on aggregative data (Ed-

' _wards, 1975) or apply ordxnary least squares (OLS) regression methods to discrete-choice
indicators of dropping out (Masters, 1969; Lcrman 1972), which is not a satisfactory
statistical technique.

The study by Hill (1979) is based on 1966-68 data from the National Longltudmal Sur-

“vey of Young ‘Men (Parnes data) Its significance to this study arises mainly from the
range of variables it includes. Among these, as already noted, are an index of local

. labor markct conditions and an index of school quality. It also features an ability indi-

cator, an indicator of retarded progress through school, and an index of student "know-
ledgc of the labor market.". Also reievant to the present study is Hill’s attempt to com-
pare patterns of droppmg out between racc/cthmc groups, which, however, distinguishes

only between whites and nonwhites and is restricted to males because of the limitations of
his data base.’ :



sex. In it, we show how estimates of overall rates depend on the defi
~and we explain the effects on those estimatés of limitations of the H
 lafter half of the sophomore year). We present interrace

*'sons of both gross,
cha

each offers observations on interg

Rumberger’s 1983 study is based on the National Longitudinal Study of Youth Labor
Market Experience, which provides 1979 data for a Sample of yquth.agcd 14 to 21. Hxs. pro-
bit inodel relates the dropout rate to an afray of SES and other family background vari-
ables plus locational factors, an ability proxy, and marriage and childbearing variables.
The analysis is disaggregated by sex and racé/ethnicity (white, black, Hispanic), allowing "~
Rumberger to demonstrate (a) that differences in dropout rates for different race/ethnic

‘groups are substantially reducéd when SES and other family background factors are held

constarit, and (b) that the sensitivity of the dropout'rate to SES factors vaties by race/
ethnicity. These are relationships that we also examine in this study, using a different -

‘data base and a different estimation method. .

Finally, the Myers and Ellman (1983) study offers a preliminary exploration of influ-

. ences on dropping out, based on th¢ same HS&B data as used in this study but with a more
limited set of variables. These previous investigations plus, to a lesser extent, others
‘mentioned above, influenced the selection of varia

_ ables and the model specifications re-
flected in this report, o | - '

ORGANIZATION OF THIS REPORT Ca

We have organized this report a.found substantive findings regarding influences on the

dropout rate. -Accordingly, the main body of the’text, following a chapter on the data and

methodology, consists of a‘series of chapters dealing with particular sets of variables.

Edch such chapter presents both (2) descriptive statistics on the dropout rates associated

_with different values of the variables in question and (b) estimates from multivariate
~ models of net effects of the varidbles on the probability of dropping out.

Chapter II describes the data base and methodology. It summarizes the characteris-
tics of the HS&B base-year and first follow-up data filés, the HS&B transcripts data, and
special files of geographically coded economic data that we added to the HS&B data set.

It explains how we defined "dropout” for thie purposes of the descriptive and multivariate

.analyses and it reports major charactéristics of ‘the samples of students on which our re-
sul ’

Its are Based.. It then outlines our statistical methods, with special emphasis on the

event-history methodology used in thé multivariate analysis.

Chapter III deals with overall dropout rates and variations by race/ethnicity and

nition of "dropout,”
S&B data set (of .
stu o drop out before the
, : /ethricity and intersex compari-
‘‘‘‘‘ s$, or unadjusted, dropout rates and estimatéd net rates with personal

aracteristics controlled. Finally, we examine differences between the HS&B dropout

which the ‘most important is the lack of information on students wh

- .rates and those obtained from other recent studies,

Chapters 1V through VII all deal with particular sets of influences on the dropout

rate. Chapter IV covers sociocconomic and other family background factors; Chapter V-
deals with locational ‘and econiomic factors; Chapter VI examines school factors and educa-
tional éxperiences; and Chapter VII considers certain student behaviors and choices. Each

such chapter, as already noted, presents both the descriptive statistics and the results

from multivariate models pertinent to the variables in question. . Each presents separate
_results for the six race/ethnicity-sex groips defined by classifying students as male or

female and as white, black, or Hispanic as well as resuits for all groups combined, and
roup differences in patterns of dropping out.
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Footnotes: . id

1. Whether there is a high school graduation effect on earnings and other economic out-

. comes over and above the effect of completing the 12th year of schooling (ie., a
"credential effect” of the high school dlploma) isa scparate and more diffi xcult :
issue to resolve.

2.  An even more closely related study, based on the HS&B data basc, is Pallas (1984), ~
but that analysis did not become available to us unm af ter our own empmcal work

had been completcd \‘
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IL DA’I‘A AND MBTHODOLOGY -

To set the stage f or thc subscquent analysxs of influences on dropping out we dis-

cuss in this chapter the data and mcthodology on which our findings are based. Specifi-
cally, we describe the High School and Beyond data base and the other data bases used in

- the study, cxplam how we define "dropout" and "droppmg out and outline the statistical
methods used to analyze 1nf1ucnccs on droppmg out

THE DATA BASE

~
kS

The main data sources f or this study are the basclme and first follow-up High School
and Beyond (HS&B) surveys of hlgh school studcnts who were sophomores in 1980. Relevant.
data items have been extracted from both the individual student questionnaire and the
school questionnaire of each round of the survey. In -addition, we have supplemented the.

" basic HS&B data with information from two other sources. One is the High School and

~ Beyond Transcnpts Fxlc, ‘which provides data extracted from the high school transcripts of

a subsct of students in the HS&B sample. The other is a specially constructed set of eco-
nomic data, derived from files preparcd by the Burcau of Labor Statistics (BLS) and the

U.S. Dcpartmcnt of Commerce Buréau of Economic Analysis (BEA), pertaining to the counties,

mctropohtan areas, and states in which HS&B sample students attended high school "The
kcy characteristics of each data base are summarized below.

Hig '§ghogl and Bevond Survey Data and §gmnlg§

The HS&B baseline and first follow-up surveys were conducted m the spring of 1980
and spring of 1982, respectively. In each round of the survey,: data were collected on two
‘cohorts: members of the hlgh school sophomiore and senior classes of 1980. This study
makes use of the data on the sophomorc cohort, That is, it depends on data obtained from
a sample of lrugh school sophomores in 1980 and on additional data obtained from the same

students two years latcr, when they would normally have been completing their senior
years.

Survey g:gntexu and Methods. The HS&B survey data pcrtaxnmg to individual students

~ were obtained mame from student-completed qucstxonna:res--whxch is to say, they are

self -rcponcd data. In addition, thc data include students’ scores on a spccxal battery ,
of aptxtudc and achievement tests. Apart from the test scorcs, the major data categories
include personal and amxly background educatxonal experiences and accomplishments, be-
havmr in'the school settmg, certain aspccts of behavior outside the school, educational
cxpectatxons and aspirations, and pcrsonal attitudes and opinjons. Some items appear in
both thé base-ycar and f ollow-up SUrveys, allowmg for consistency checking and examina-
_tion of changes over time. In the f ollow-up round, however, different questionnaires were
admmxstcrcd to students stxll enroiled in their original schools and to students no
_longer:so enrolled, xncludmg dropouts. This sometimes prevents us from comparing re-
sponscs of dropouts and nondropouts to the same questions. All qucstxons, the question-
“naires themselves, and descnptxons of the test batteries are presented in the National
Opinion Research Certer _m_mg_lls_g_ds_Mg_mx_a,j_ on thc 1980 sophomore cohort (Jones et
al,, 1983),

The working data set- assembled for- thls study consxsts of selected items drawn pri-
manly from the f ollowmg catcgoncs personal and f axmly background characteristics
(e.g., race/ethnicity, scx, age, religion, family composition, parcnts education and oc-
_cupation), school cxpcncnccs and accomplishments (e.g., program in which enrolled, test
Scores, grades, whether held back), and student behaviors and choices (e.g., working while
in school, getting married or. havmg a child, and’ having disciplinary problems or trouble
with the law). The selection of items was based partly on findings from earher studies,

oo
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partly on theoretical argumen:s, ar " partly on interests of polleymakers in the relatxon-
~ ships of partmular variables to rates of dropping out.
Data from the individual student questionnaires have been supplemented by data from -
'HS&B school questionnaires, completed by building. prmcrpals or their designees. The
_ school fevel data 1ncorporated into our workmg data set included items-on school size, -

resources (e.g., teacher/pupil ratio), program of f ermgs, and eomposmon of the student
body.

The HS&B Sample. Several charactenstrcs of the HS&B sample had a dxrect bearmg oft

" the design of this study. Among the key f actors, of course, are the size and composition
~of the sample In addmon certam aspects of the samphng plan are relevant, especially
in interpreting the results Only afew aspects of HS&B sampling are touched on here. A

o _:_complete summary appears in Jones et al.-(1983), and a detarled discussion of the sampling

" plan is provided in Frankel et al. (1981).

o The HS&B sampling plan is based on a two-stage desrgn, in which a sample of high
schools is ‘drawn at the first stage and samples of students within each sample school are
drawn at the second stage. Schools were selécted according to a stratified proportional
samplmg procedure, allowmg for d1f ferential samplmg rates to ensure coverage of spe-
cral-mterest categories of schools Random samples of 36 sophomores and 36 seniors (or

- 45 many as avarlable, if fewer than 36) were then drawn from each school. The resulting
'baselme sophomore-cohort sample consmted of 30,030 students attending 1,015 high -

- schools. In the 1982 follow-up round all members of the 1980 sophomore cohort found to
‘be still enrolled in their base- -year h:gh schools yere selected with certainty for inclu-
sion in the follow-up sample. Cohort members uo longer attending their original schools,
mcludmg early graduates and students transferring to other schools as well as dropouts,
were subsampled at varymg rates (Jones et al., 1983).

v Information on thé size of the reallzed" sample (the number of students from whom
data gvere actually obtained, as ‘opposéd to the number drawn) is provided in Table 2.1. ‘
This table shows the number of 1980 sophomores from whom data were obtained in each round

“of the- HS&B survey and the number. from whom data were obtained in both rounds. In addi-

“tiom, it shows the. numbers of students within each category who were classified as drop-

.Aouts for the purpose of admmxstermg the f ollow-up survey. The descriptive analyses in

' this report pertam to the 25,875 students from whom data were collected in both the base-

line and follow-up rounds--a group ref erred to as the "panel sample” to indicate that fin-
dings are based on ‘two sets of observatxons of the same panel of students. Moreover, for
the purposes of this report, we are concerned primarily wish pubhc school students in the

‘panel sample, of whom there are 22,551.

‘ The numbers of students and dropouts shown in Table 2.1 are unweighted, which means
that they are not usable dxrectly for eomputmg dropout rates. Appropriate weighting fac-

‘tors must be applxed to adj just for the different samplmg rates and response rates charac-

“teristic of different types of high schools and students. Each of the 25,875 students in

“the panel sample represents, on average, 146 high school sophomores in the nation; how-
ever, the weights apphcable to parucular sample students range from a minimum of 1.62 to
a maximum of 2,163 (Jones et al., 1983) All dropout rates presented in this report are

~ weighted esnmates For example, although the overall dropout rate for the panel sample
would appear, from the last line in Table 2.1, to be 8.3 percent (2, 148/25 875), the cor-
rect dropout-rate estimate, takxng sample case wexghts into account, is 14.4 percent. ‘

. Thesize of the’ panel sample may seem ample for ‘analytical purposes until one con-

_siders the degree of dxsaggregatxon requlred to respond to questions about patterns of
dropping out. In comparing dropout rates among categories of students, it is the size of
‘the subsamples rather than the size of the total sample that counts. To illustrate, Table

© 2.2 shows that some of the subsamples created by classifying students by race/ethmcxty
-and sex are relatively small. Moreover, when one undertakes an analysis that requires
cross-classification of students by mulnple attributes--e.g., an analysis of the degree
to whrch dropout rates vary within partxcular race/ethnic and sex categories according to,

a



say, father’s educational level--some of the subcatcgoncs mvolvcd in the companson .
becon.e very small. To illustrate, only 124 black females and 158 Hispanic females in the
'pancl sample have fathers whosc educatxona. attainment is "college graduate or above,"
which makes it impossible to carry out a cross-tabular analysis by both race/ethnicity and

SEX and father’s educational level without cncountermg unacccptably hxgh standard errors
of the estimated dropout rates. - :

2 — T ey e s - —

Table 2.1 BRI
NUMBERS OF 1980 SOPHOMORES IN THE HS&B SAMPLES
AND NUMBERS CLASSIFIED AS DROPOUTS

Number of R Numberxr

Round(s) in Which  Students from Whom  Classified as
Data Obtained Data Obtained -Dropouts
Baseline . 27,118 . 2,421
Follow-up -0 28,119 : . 2,289
Both baseline SRR S : _
and follow-up ‘ 25,875 N 2,148
Table 2.2

NUMBER OF STUDENTS IN PANEL
'SAMPLE, BY SEX AND RACE/ETHNICITY

. , Number of
Category Students
of Students in sample
White females 7,669
White males 7,313
Black females 1,609
Black males : 1,339
Hispanic females 1,922
Hispanic males 2,093

Timing Qf the §urvgy§ "The umtng of the baseline and follow-up surveys is of criti-

. cal importance to this study. Because questionnaires were administered to members of the

1980 sophomore cohort durmg the spring of their sophomore year (specifically between Feb-
fruary and May), HS&B yields no inf ormation on students who would have been in the sopho-
"more class of 1980 had they not dropped out prior to that time. It appears that the num-

_ ber of such early dropouts may be substantial (see the discussion of of dropout-rate data
from other sources in Chapter III). Hence, our inability to cover these early dropouts is

- one of the most serious limitations of this study.

In addition, because the follow-up survey was conductcd in the spring (February ‘
“through June) of 1982, it missed some droppmg out that took place durxng the latter part
of the 1981-82 school year. This is a less serious problem than the omission of early
dropouts because (a) the number of students who drop out late in their senior year is
small, (b) some information on late dropouts is available from the HS&B transcripts file,



which is described below, and (c) it will eventually be possible to use data from the

second HS&B follow-up survey (conducted 1n spring !984), to bring the late dropOUtS into
the analysis.

HS&B Transcripts Fil

‘ High school transcnpts were collected durrng the fall of 1982 for a strattf ied sub-
sample of the original 1980 sample of sophomores. Transcript data were obtained for |
~ 15,941 members of the panel sample, of whom 12,695 were public school students. Dropouts,
' _however, were among a number of "policy. relévant subgroups” included in the transcript

o sample with certamty, so transcripts are available for a large percentage (1,855 out of

2 148 dropouts in the panel sample, or 86 percent).

The transcrrpts file contains information on students educational experrences that
is not available from the HS&B student quesnonnatres The available items include each
’ student’s absenteersm and suspension record, _participation in certain specialized pro-
" grams, various test scores (unfortunately mostly for college-bound students), grade-point
average and rank in class, and detailed data on courses taken and credits and grades
"earned. Of greatest relevance to the dropout analysis, however, are certain items useful
,for confirming dropout status, establrshmg the timing of droppmg out, identifying stu-
“dents who dropped out after the date of the f ollow-up survey, and implementing alternative
“dropout definitions. These include the month and date that each student left school and
__the "official" reason for leaving (e.g., graduated, transferred, dropped out). In addi-

tion, one can make inferencés about when students left school from transcript information

“on when they enrolled in and completed specxf ic courses (see the section on "Definitions
of Dropouts,” below).

‘e raphicall Economic Da

_ One important limitation of the HS&B data set for the purpose of a dropout study is
“that it contams no inf ormatlon on economic factors, such as unemployment and wage rates,
‘that mrght influence students’ decxsrons to drop out. To fill this gap, we created a spe-
cial file of geographrcally coded economic data and merged it with the HS&B data base
‘ (Kolstad 1984) This special file 1ncludes data on per capita personal income, obtained
from the Bureau of Economic’ Analysxs (BEA), U.S. Department of Commerce, and data on unem-
ployment rates, manufactunng wage rates, and rates of employment growth, obtained from
‘the US Bureau of Labor Statistics. All these variables are disaggregated by state,
_county, and standard metropohtan statistical area (SMSA) Using HS&B information on the
‘locations of the lugh schools that students attended in 1980, we were able to merge these
data with the HS&B survey f iles. Thus, we have been able to associate with éach student

inf ormation on the aforementioned four economic varrables for the county, SMSA, and state .
in which that student attended school.

DEFINITIONS OF DROPOUTS

All the analyses carried out m tlus study hrnge on a distinction between dropouts
and nondropouts, but deciding who is a dropout is less straightforward than it may seem.
There is, first, a conceptual drstxncnon between dropping out as an event and being a
dropout as a characteristic of an individual at a particular time. These concepts cor-
respond, respectively, to what may be termed gross and net definitions of "dropout.” Ac-
cording to the gross, or droppxng-out- s-an-event definition, any student who committed
the act of droppmg out--i.¢., left school without graduating and stayed away for at least
~ some specified minimum time--is counted as a dropout, regardless of whether he or she

later returned to school or completed a high school equivalency program. The dropout



rate, according to thns defuutlon, is the perccntagc of studcnts who temporanly or per- .
_mancntly stopped their schoolmg before graduation. In contrast, accordmg to the net
dropotit, or droppmg-out as-a-condxtxon, dcfmmon, an individual isa dropout at a
particular time if he or she is not then enrolled in school and has not yet graduated or
'complctcd a hxgh school cqulvalcncy program. By this defxmtmn, being a dropout is a
state or condition but not an irreversible attribute. One may be a dropout now but cease
: '._,bcmg a dropout tomorrow by rcturmng to school or completing an equivalency program. The
latter definition allows no final answer to the qucstlon of how many students dropped out
,,of the sophomore cohort of 1980. The answer is time dependent. The rate could have been,
“say, 20 percent as of ‘the cohort’s normal graduauon date but could then have fallen to
only, say, 15 percent two years later, as someé of the initial nongraduatcs returned to or
completed school,
_ Both definitions are cncountercd in discussions of the public high school dropout
problem On one hand recent pubhf statemcnts that the national dropout rate is around
. 27 percent. reflect a gross definition'. This fi xgurc is based on the finding that only 73
percent of ‘the students who begin high school in a given year graduate four years later,
. ‘and conséquently it neglects the students who 'graduate late or earn GEDs. On the other.

s hand, the Census Bureau s estimate that only 12.3 percent of. 14 to 34 year-olds were

dropouts in 1983 (cxtod in Grant and Snyder, 1986) clearly reflects the net dropout
definition. That is, only 12.3 percent of those surveyed reported neither havmg
_ graduatcd nor being enrolled in school at. the timée of the survey. Naturally, using a
. Bross rather than a net dcﬁmtxou yxelds substannally higher dropoat-rate figures.
P The HS&B data lend themselves most readily to implementation of a partxcular variant
) of thc net, or dropp:ng—out—as-a~cond1txon, definition. Specifically, Jones et al, in
) classxfymg respondents for purposes of f ollow-up survey administration, havc xdentxf ied
- as dropouts’ mdxvxduals who fit the following specxf ication:

A dropout isa pcrson who was a high school sopho-
~more in spring 1980 but who was neither enrolled in
' lugh school nor a high school graduate or the

cquxvalcnt at the time of the f ollow-up survey in
spring 1982 _

This dcf mxtlon, Wthh we term the HS&B studcnt classxf ier" def inition, is the one we
have applied to members of the panel sample and adhered to through most of the descriptive"
‘statistical work.,
. . We considered modxt‘ymg the foregoing defmmon by chmmatmg from the dropout
- category those students who claimed to have complcted high school cquxvalcncy programs or
GEDs by the time of the first follow-up survey. The students in question are those who
- responded to the follow-up questionnaire item,

Do you plan to go back to school eventually to get
a dxploma or to take a high school equivalency test
or GED? (Question 16, Dropout Questxonnalrc),

by selecting the answer, "No, alrcady have GED or equivalent” Taking such responses at

face value would have reduced the estimated dropout count by about 10 percent. We are

~ skeptical of the’ vahdxty of thcsc responses.  To have completed a GED by spring 1982 is

" to have done so in less time than would have been required to graduate from regular high

, school In addmon, the GED may not be equivalent to a high school diploma. Accord-
ingly, we chose not to work with the modified definition. Nevertheless, some of the

responses may ‘be valid, and to that extent the student classifier Sefmmon overstates

thc nét attrmou rate between the baseline and ollow-up survcys

)
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As an expenment with a gross dropout definition, we attempted to identify and add to
 the dropout category students who appeared to have left school temporarily and then re-

turned. To identify such students, we relied on the following HS&B first £ ollow-up survey
item (Questxon 17, First Follow-up Questxonnanre)

What is the longest time you ever stayed away f rom
school when you weren't ill--(not counting school
holidays or vacations)
Less than one week
-1 or 2 weeks o ‘ .
3 weeks o o S
4 weeks to 8 weeks . 1
Entire quarter or semester E
School year or longer

Students who selected either of the last two responses were classified as tcmporary drop-
outs (”stopouts"), and the number of such studcnts was added to the number of net dropouts
© to produce a gross dropout estimate. However, since this procedure increased the number
" of 1dent1f ied dropouts only slxghtly (by about 09 percentage points), we concluded that
there was too little dif fcrence between the gross and net concepts, insofar as we could

implement them, to Justlf y a separate analysis based on the gross definition.

- For the multxvanate event- hxstory analysis, the dropping-out-as-an event is the
' natural and appropnate dropout concept (The event-history method, as explained below,
deals with transitions between one state and another--as, e.g., between enrolled student
,and dropout) Moreover, the event- hlstory ‘method requires data on the time at which each
,student left school. To’ genérate school léaving and timing data corresponding to the
desired defi mltxon, we focused on the subset of the panel sample for which transcript data
‘were avallable (the ”transcrtpt sample") Usmg both HS&B questionnaire items and tran-

script items, we identified as dropouts students who fit any of the f ollowing specifica-
tions: .

a. studcnt§ ‘identified as dropouts according to the HS&B student
classifier definition given above;

b. students identified as late dropouts on the basis of transcript

'_1nformat10n showing departure from school prior to graduatton
but af ter the first follow-up survey;

¢. students whose transcripts indicated gaps in cnrollment of one
semester or more; and :

d. certain students classif ied as transfers for the purpose of HS&B
survey administration but whose transcripts indicated a gap in
- enrollment of one semester or more.

Note that the students in categories (c) and (d) are stopouts, or tcmporary dropouts,

and that, in addition, category (a) includes additional stopouts who may have completed
hxgh school equivalency programs. Thus, thc definition reflects a gross dropout concept.
Note also that the inclusion of category’ (b) extends the time span of the analysis from
the period of the first f ollow-up survey (February-June 1982) to the time of collection of
transcript data (September 1982) Includmg the late dropouts increases the dropout count

by about 9 percent. The other adjustments enumerated above (1tems ¢ and d) have very
minor effects. ‘

e
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STATISTICAL METHODS |

As noted in the Introduetton, two f undamentally diff erent types of questtons are

,asked about influences on dropping out, and two diff erent types of statistical analysis

- are required to answer them. The more straightforward and f requently asked questions,

which call for descriptive statistical answers, conicern differences in dropout rates among
categories of students or between students with and ‘without partrcular attributes.” Ex-
amples of such questrons are. o .

- o What are the dtf l‘erences m dropout rates among whites, blacks, and Hrspamcs?

o How do dropout rates dif f er between students whose mothers do and do not
work outside the home? and

o How does the dropout rate vary as a f unctron of f amxly socioeconomic status?

" The less-frequently vorced but more penetratmg questrons concern the net, or incre-

, 'mental effects of specified varxables on dropout rates, taking into account other factors

also associated with the ltkehhood of dropping out. Such questions take the general
form, "other things bemg €qual, or holdmg 'other things constant, what is the effect of

‘;varxable X on the dropout rate?”. For example, holding constant such factors as family

it'

socioeconomic status and characteristics of the educational environment, how is the drop- '

. out rate affected by whether a student is wlute, black, or Hispanic or whether the stu-
I dent’s mother works outsrde the home? The essentxal difference between the two kinds of

inquirijes is that the former call for gross comparisons, unadjusted for other factors,
while the latter requrre net compansons -in which the effects of factors other than the

-f: actor in questron are controlled for," or taken into account. Whereas the gross compar-

- isons can be handled with stralghforward descriptive statistics, the net comparisons re-

quire inf erénces based on multrvanate statistical models of the determinants of dropping

out. Because answers to both types of questrons are of interest to policymakers and the
public, we present both types of findings in thlS report.

- Descriptiv isti

The principal desenptrve stattsttcal method used in this report is cross-tabulation

analysis, and the prmexpal medrum for presenting the results is the comparative dropout
rate table, which shows the rates at which students in specified categories, or with spec-

. ified characteristics, leave school In each such comparison, we categorrze students ac-

. cording to a particular f actor, such as the type of high school program in which they are

“enrolled or the type of area (urban suburban or rural) in which they attend school. In

addrtxon Because of the large variations in dropout patterns between the sexes and among

o ethnic groups and the high degree of policy interest in these diff erences, we generally
.. .CTOSS- -classify students by both sex and race/ethnicity. Thus, for example, the table
showmg the relatxonshxp between "urbanicity” and dropping out is a matrix showing the

dropout rates for white males, white females, black males, black females, and so forth in

~urban, suburban and rural locations. Nothing more is required to produce these descrip-

tive tables than standard cross-tabulation methods. ‘Specifically, we have used the SAS

. crosstab procedures. However, two technxcal pomts are worth notmg about the resulting
.. crosstab tables.

First, because of the stratrf 1ed HS&B sampling desxgn and the unequal response rates
by different types of schools and students, unweighted dropout rates are not meaningful.
Appropriate weights must be used in all the calculations. In most cases, these are the

panel weights,. eorresponding to the panel sample, as defined above. The basic properties
of these weights are summarized in Jones et al. (1983)

12
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Second, because of the small size of some subgroup samples, certain dropout rates
have large standard errors. We have decided, as a general rule, not to present any rates
for which the standard error is one-half as Iarge or larger than the estimated dropout
rate. Those cells of the cross-tabulation matrices for which standard errors exceed this

limit are labeled accordingly, and the correspondlng 1nab1hty to make certain comparisons
is noted in our findings.

)

Apart from the sample -size problem, which affects relatively few of the calculations,.
it is xmportant tokeep in mind the more fundamental limitation of these, or any, descrip-
tive Cross- tabulatron analyses--namely, that they can deal only with one or two variables
at a time and cannot control for the many other factors that also influence rates of drop- -
ping out. We can show, for instance, how dropout rates vary between students with more
educated and less educated parents and between central cities and suburbs, but we cannot
ascertam how much of the apparent ‘central city-suburban difference is due to the differ-

~ ence in parents’ educatlon between suburbs and cities rather than to the city-suburban

dlf ference per se. Thus, there is always the danger of drawing from the descriptive anal-

~yses incorrect conclusions about which factor is "really” responsible for observed dlf fer-

ences in dropout rates among groups.
Mlivr'ae istics: The Event-History Model

.To address the more dxff icult problem of net, or incremental, inf luences, we have

conducted a multrvarrate analysrs, using the event-history methodology, of the deter-
: mmants of drOpprng out. The purpose of the multivariate analysis, as already explained,
_is to provide the means of controllmg for other factors (and interactions among factors)
while analyzmg the margmal inf luence of each individual variable on the dropout rate.

The choicé of the event-history method as the particular approach to the multivariate
analysis ref lects. three charactenstrcs of the dropping out phenomenon and the HS&B data

‘base, all of which pomt to the event- hrstory method as an appropriate analytical tool:

First, dropping out is a drscrete event. That is, the variable to be explained,

’whether a student did or did not drop out (or is or is not a dropout) is dichotomous.

This nnphes that a drscrete-chorce model is required, as opposed to 3 model suitable for
continuous dependent variables, such 4s multiple regression analysis”.

Second the HS&B survey data are “"censored" as of the date of the follow-up survey

: (or as of the date of transcnpt data collection, in the case of the transcript sample).

That is, we are unable to observe students after that date to determine whether either (a)
students who had not yet’ dropped out did drop out subsequently, or (b) students classified
as dropouts as of the survey date subsequently réturned and thus ceased to qualify as
dropoufs under the net dropout definition. The event- hrstory model is specifically de-

‘srgned for use with censored data and avoxds the problems of estimation bias encountered
in applying other discrete-choice models, such as logit, to such data.

Third, the HS&B data base provides information on the timing of dropping out, which

‘can be explorted in the event- -history framework but not with such standard discrete-choice

models as logit or probit.

The event-history method is presented inf ull detall in Tuma and Hannan (1984), and a
less technical introduction is provided in Kolstad (1982). The key points are that the
method (a) makes use of data on the time at which each student left school as well as on
the occurrence or nonoccurrence of dropping out, (b) expresses the instantaneous rate of
droppmg out at each poxnt in time'as a log-hnear multivariate function of various fac-
tors, and (c) provxdes maximum-likelihood estlmates of the relationship between the rate
of dropping out and the. explanatory varrables The estimated effects of different factors

_on the instantaneous rate of dropping out can be transformed into estimates of effects on

the probability of dropping out, and it is in the latter form that we report findings in
this paper
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More specifically, the event-history equatxons representxng the eff ects of multiple
factors on the rate of droppmg out take the form,

r(xl, X o xn) - e (al"l + azxz + ot an n),
where r is the time rate of- droppmg out (i.e., fraction of remaining enrollees droppxng
out per month), the x’s are influences on droppxng out, and the a’s are the parameter

~ values to be estimated?. In this model the cumulative probabrlxty, P, of dropping out as

of time t is given by

(a X + 89Xy +. + a x )
Pel- -l- 171 272 't | |
It follows that the effect of a unit change in a partxcular independent vanable,
other thrngs bexng equal, is to mult:ply the cumulatxve probability of dropping out by the
factor c or antilog(a), where a is the parameter valie associated with the variable in
question. The antilogs. of aj, ay, etc. are the relatxve, or proportxonate, changes in
3 probabrhtres of droppxng ‘out assoclated wnth umt changes in the corresponding explana-
"tory variables. For example, 1f the parameter estxmate associated with having a college-
educated Sigher (a zZero-one dummy ‘variable) were -.223, the antilog of that estimate would
. - 0. 8), which would sxgnxf y that having a college-educated father reduces
-, the probabxhty of droppmg out by a multrplxcatwe factor of 0.8, or by 20 percent. To
"-facilitate mterpretatxon of the influences of various factors on droppxng out, it is
these antilogs, or eff) ;cts on the relatrve dropout rates, that we report in the following
substantive chapters”.

_The process of carrymg out the event-hrstory analysxs consrsted of four steps:

.'First, we constructed the: dependent variables required by the event-history model--
namery, variables mdrcatmg whether and when each individual made the transition from en-
rolled student to dropout This entarled applying the previously described dropout :
definition and resolving any conflicts within and between the survey and questionnaire
~data bases regardmg either the fact or the timing of dropping out.

o Second, we applxed a procedure to impute values of missing variables. Without this
" step, the sample size would have ‘been reduced sharply and a great deal of information

" would have been lost. (As examples of some of the worst cases, family-income data were
‘missing from 9.1:percent of our observations, father's educatlon data from 10.6 percent,

. ‘and teacher-pupxl ratios from 8.7 percent) The procedure we chose is that of Wise and_

_McLaughhn (1980) It uses regressxon equatrons to predict missing values of missing
variables and then attaches a raindom component to the imputed values in such a way that
the correlation structure and variances are preserved. It also generates dummy variables
(”rmputatxon flags"), which can be used in the multivariate estimation process to deter-

miné¢ whether behavior dxf fe ers between subjects for whom variables have and have not been
imputed.

Third, we undertook exploratory data analysxs, using quick and mexpensrve multiple
regression esumanon instead of the more demand:ng event-history procedure, to screen
potential explanatory vanables and search for important interaction effects.

Fourth and f mally, we carried out the event-history estxmatlons, using the computer
‘program known as RATE, developed by Nancy Tuma and her associates at Stanford. The model

" estimated by RATE assumed a constant hazard function, or relatively stable patterns of
"dropping out during the time. penod Separate estimates were obtained for six race/
ethnicity-sex groups (whxte, black and Hispanic males and females) and for all groups
combined, Four equations were estimated for each such group: one containing personal and
family background characteristics only; a second adding locational and economic factors; a
third adding school factors; and the fourth adding certain behavioral and choice vari-
ables. Selected findings are presented in Chapters III through VII.
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, Footnotes:

The 27-percent figure appears, among other places, in the U.S. Department of

Education’s highly publicized wall chart, "State Educa‘tion Statistics" (1985).

It is reasonable to expect that more school leavers will return to school or complete

high school cquxvalcncy programs over time, and this is confirmed by preliminary evi-
dence from the HSB second follow-up survey. According to Kolstad and Owings (1986),
38 percent of those classified as dropouts'in the first follow-up had graduated or

_ complcted GEDs two years later. Unfortunately, data from the second follow-up were
“not avallable in time for our analysis.

\
We did, however, use multxple regression methods for mmal screening of explanatory

variables, even though the assumptlons of multiple regression analysis are violated
when the depcndent variable is dichotomous. :

Thxs is the simplest form of the event-history model, in which the rate of droppmg
out is assumed to be t:me-mvanant More generally, a multiplicative time-dependent
tcrm, f(t) can be appcnded to the nght-hand side of the equation. We have used only
the simple, time-invariant form in this analysis. Finally, all models were

restnctcd to times following the sophomore year (base year) data collection.

Notc that the corresponding test of statistical significance of a factor’s effect on
the probabllxty of dropping out is whether the antilog of the parameter estimate is
signifi icantly different from 10 ‘This is not equivalent to the usual test of
whether the parameter estimate itself is signif icantly different from zero.
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IIL. OVERALL DROPOUT RATES AND RACE/ ETHNICITY-SBX DIFFERENCES

 Overall, or average, dropout rates are the prxncxpal benchmarks for our analysrs of
influences on dropping out. For example, we will consider in subsequent chapters how
dropout rates for students with particular family backgrounds or educational histories
differ from average dropout rates for all students. Before undertaking such comparisons,
it is important to look closely at the benchmark rates, ‘as revealed by the HS&B data.

' It does not suffice to take only a smgle figure, the average dropout rate'for all
types of students combmed as the standard. of comparxson Dropout rates differ substan-
tially by sex and by raee/ethnrcrty and between pubhc and private schools, and such dxf-
ferences are of great policy interest. We seek to understand influences on the incidence .
‘of droppmg out among students wrthm the various sex, race/ethnic, and public-private
school categorres Consequently, we work wrth an éxpanded definition of "overall” dropout

" rafes, which includes average dropout rates eross-classrfred by sex (male, female),

race/ethmcrty (whrte, black, Hrspanrc), and public or private school, as well as the
average dropout rate for the student population as a whole.
' The plan of thrs chapter is as follows. We present, first, the HS&B estrmates of the
. average dropout rate for the 1980 sophomore cohort and, second, the estimates disaggre-
gated by sex and race/ethmcrty ‘We then examine differences between the sexes and
race/ethmc groups in more detarl dif ferentratmg between gross differences and dif-
ferénces that remain when other background characteristics of students are taken into ac-
count. Next we compare ‘the dropout rate estrmates based on HS&B with recent estimates
_ based on other data sources. Fmally, we examine dropout rate differences between stu-
dents in public and prrvate schools and present the overall public school dropout rates.
The latter will servé as the principal benchmarks for the analyses in subsequent chapters.

THE OVERALL DROPOUT RATE ACCORDING TO HS&B

According to estimates based on the HS&B panel sample, 13.6 percent of the students
enrolled ds high school sophomores in spring 1980 were neither high school graduates nor
enrolled in high school in ‘spring- 1982 and hence were classifiable as dropouts. We refer
hencef orth to this figure as the overall, or average, dropout rate for the cohort as a
whole. The correspondmg fxgure for publrc 'school students only is 14.4 percent. We un-
derscore once again, however that these fi igures understate significantly the total inci-
dence of dropping out wrthxn the 1980 sophomore cohort. At the risk of some repetition,

' we pause to explain here how the 13.6 pércent figure is derived and in what respects it
devxates from a "true and comprehensive"” dropout rate.

The key technical points underlying the 13.6 percent estrmate are the followmg

1. The estimate is based on the "HS&B student classifier” definition of dropping
out, aceordmg to which’ any student who was not enrolled in high school and had
not graduated from high school at the ‘time of the first follow-up survey is con-
sidered a dropout

2. The computation is for the HS&B panel sample, which consxsts of the subset of
HS&B sample students who partrcrpated in both the base-year and follow-up sur-
veys students who participated in one round of the survey but not the other, or
in neither round, are excluded. :

3. Like all other dropout rates to be cited in this report the average rate is a

: werghted estimate, taking into account the sample weight assigned to each stu-
dent in the panel sample (panel weights were adjusted for nonresponse). That
is, the_ 13.6 percent figure is computed as 100 x (sum of sample weights assrgned
to students classified as dropouts)/(sum of sample weights of all students in
the panel sample).
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i} Because of the large sample size (25,875 students in the panel sample), the error in
“the overall dropout rate due to sampling variation is negligible. The standard error of
“the 13.6 percent estimate is only 0.33 percentage points. There are two major sources of
error that have nothing to do with sampling variation, however: one, that the HS&B surveys
* only-cover a limited portion of the high school careers of members of the sophomore class
of 1980; the other, ‘that the definition of dropping out on which the 13.6 percent figure

is based deviates in some respects from both concepts of dropping out discussed in
Chapter I1. R : | o
" - With respect to the limited coverage problem, it is clear that the most important

~'shortcoming of the overall dropout rate estimate is that it takes no account of students

who would have been sophomores in spring 1980 had they not already dropped out of school.
Omiitting these early dropouts understates the overall dropout rate from the cohort. To be
‘precise, if DOy is the fraction of the cohort that dropped out prior to the baseline sur-

vey and DO, is the fraction that dropped out afterward, the true overall dropout rate,
DO, is given by - o

_Since our estimates reflect DO, only, they underestimate the true dropout rate by the
. ‘amount DO(1 - DO,). For example, if 5 percent of the cohort dropped out prior to the
date of the baseline ‘survey (DO, = .05), and dssuming 13.6 percent to be a correct esti-
mate of the rate subsequent to t'i‘at date (DO, = .136), the true overall rate would be
0.050 + 0.136(1 - 0.050), or 17.9 percent. )
Of course, we cannot measure the dropout rate from the 1980 sophomore cohort prior to
spring 1980, but information from other sources suggests that something in the range of 4
to 6 percent (for the total group) is not an ‘unreasonable guess (see comments on dropout
rate estimates from other source§ at the end of this chapter). Such figures imply that
. attrition subsequent to spring of the sophomore year constitutes only two-thirds to three-

" fourths of the total dropping-out phenomenon.

. Asimilar but less serious gap in coverage is that HS&B-based estimates do not re-
fléct dropping out that occurred late in the senior year, after the date of the first
follow-up survey. Since f ollow-up survey questionnaires were administered during the in-
. terval February 15-June 11, 1982 (Jones et al,, 1983), this unobserved interval may be as
~long as 4 months for some sample schools. We have been able to establish from the HS&B
- transcript data, however, that dropping out occurs during these last months of the senior
year. Specifically, our estimate, based on transcript information about when students
graduated or left school, is that the number of dropouts increased by about 9 percent
during those months, which corresponds to an increase of about 1.2 percentage points in
" the estimated rate. : . ‘ '
. As to the definitional problems, we have already referred in Chapter II to several
- _ respects in which the HS&B student classifier definition deviates from either the "status"
- or "event” definitions of dropout. According to the status definition, a student is a
. dropout if at a specified point in time he or she is not enrolled in school and is not a
~high school graduate or the equivalent. According to the event def inition, a dropout is
‘anyone who left school for more than a specified period prior to graduation (for reasons
‘other than illness), even jf he or she subsequently re-enrolled and/or graduated. -

The HS&B student classifier definition deviates from the status def inition in that it
counts as dropouts studerts who left school but completed high school equivalency programs
(GEDs). We explained in Chapter IT that although an HS&B follow-up item does ostensibly
‘identify GED completers, we consider it unreliable and have not used it to modif y the
dropout count. The unmodified count overstates, by some unknown percentage between 0 and”
10, the number of students in dropout status as of spring 1982. (However, this offsets,
‘wholly or in part, the estimated 9 percent undercount due to failure to include late drop-

outs--those who departed after the follow-up survey date but before completing the senior
year.) ‘ ' ‘ : ’ ‘

i

-
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The student classxf ier defi inition undercounts those who experienced droppmg out as
an event in that it takes no account of students who "dropped out temporarily,” or "stop-
ped out,” but then returned to school Adjusting fo or students who reported staying away
from school for a quarter or ‘semester or more for reasons other than illness (see Chapter

“II) adds about 0.9 percentage pomts to the dr0pout rate (about 300 cases). However, this
~adjustment dcpends on an arbitrary cutoff point regardmg length of absence from school

" and takes no account of t‘he reason for temporary withdrawal. We also identified about 90

~ caseés of "stopouts" by using ‘data from the HS&B transcripts file to infer when students
were not attendlng school; however, this too involves some arbitrariness of classifica-
tion. We are not confident, theref ore, of having estimated the number of temporary drop-
outs with any accuracy.

In sum, the overall dropout rates reported here and used as the basehnes for subse-
- guent’ compansons are only the attrition rates between spring of the sophomore year and
sprmg of the senior year. 'I‘hcy should not be construcd as estimates of the total dropout
rate from the 1980 sophomore cohort. (In companson, the errors due to deviation from the
'pure "status” or pure "event” defxmtmns of droppmg out are relatively minor.) Fortun- -
ately, we ‘are interested in the’ ‘overall rates mainly as standards of comparison for the
.'analysxs of influences on dropping out and for that purpose, the lack of coverage of ear-

ly dropouts does not appear to be a major dlsabxhty

VARIATIONS BY SEX AND RACE/ETHNICITY AND BETWEEN
; PUBLIC AND PRIVATE SCHOOLS
There are 1rnportant vanatmns in dropout rates among race/ethnic groups, between
4 the sexes, and between students in pubhc and private schools. We consider the

" ‘race/ethmc and sex dif f erences-first and then the public-private dimension.

The average dropout rates within sex and race/ethmc categories are shown in Table
3.1. Like'the overall rate for all students combined, these rates are based on the HSB
panel sample and- student class;ﬁer defi inition, and share the characteristics and ‘
“‘shortcomings outlined above They are gross dropout rates in that they are not adjusted
for intergroup differences in factors (other than sex and race/ethn1c1ty per se) that may
account for, or explam, the unequal frequencies of droppmg out. This is in contrast to
the adjusted race/ethnicity and sex diff erentials presented in the followmg section.

" Table 3.1

GROSS DROPOUT RATES BY SEX AND RACE/ETHNICITY,
' PUBLIC AND PRIVATE SCHOOLS COMBINED

: v PO Sex ==-=-- —-——t . C
Rabe . Male = Female Both L
All groups ‘ - 14.6 12.6 13.6
White - , . 13.0 11.5 T 12.2
Black 20.1 13.8 16.8
Hispanic .. 18.8 18.6 -18.7
American Indian 23.6 21.5 22.7
Asian : 5.2 4.4 4.8
Other . ‘ - —— 8.1

. . L e
- -—

Accordmg to this table, thc dropout rate is substantxally higher for males (14.6
percent) than for females (12.6 percent), and it varies dramatically among racial groups.
Blacks drop out at an almost 40 percent higher rate than whites (16.8/12.2 = 1.38); His-
~ panics drop out at a 53 percent higher rate than whites (18.7/12.2 = 1.53); and American
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Indians, with the highest dropout rate of any group (22.7 percent), are 86 percent more

" 'likely to drop out than are whites (22.7/12.2 = 1.86). Asians have the lowest dropout

rate, only 4.8 percent; and "other" students, with an 8.1 percent rate, are also less

likely to drop out than are whites.

Although male dropout rates exceed female rates in all racxal classifi 1cat10ns, the

" male-female differential varies by race/ethnicity. The male dropout rate is 13 percent
higher than the female rate among whites and 46 perceEt higher than the female rate among
‘blacks but only 1ns1gmf icantly hxgher among Hispanics®. Looking at the same thing from a
_"dxfferent point of view, black males are 55 percent more likely to drop out than are white

_. males, but the correspondxng d:f ferential between black and white females is only 20 per-
-cent. When ‘blacks are compared with Hispanics, there is actually 2 reversal of rank be-

‘tween the sexes: ‘the dropout rate for black females is lower than that for Hispanic.
females by 26 percent, but the rate for black males is higher than that for Hispanic males
by 7 percent,

: These sex-race/ethnxcxty interaction effects are xmportant to the remainder of the
] :analysxs Lookmg only at dif ferences between the sexes or only at differences by
. race/cthnicity can be mxsleadmg To avoid invalid inferences, the interaction between’

" sex and race/ethmcxty must be taken into account. Accordingly, in all subsequent com-

. parative dropout rate tables, we present estimates not only for males and females and for
whites, blacks, and Hispanics but alsg for the six categories defined by classif ymg stu-
dents by both race/ethnxcxty and sex
: In Table 3.2, the dropout rates of public school students, categorized by

‘»race/ethmcxty and sex, are diff erent1ated from those of private school students, and the .

© latter are f urther broken down into Catholic and "other private." The rates are uniformly

- higher for pubhc school students than for private school students. Also, within the

private school category, they are substannally lowex:‘ for students in Catholic schools
than for those in other types of private institutions”.

Table 3.2

DROPOUT RATES IN PUBLIC AND PRIVATE HIGH SCHOOLS,
o ~ BY RACE/ETHNICITY AND SEX

‘ tmmm—————— “High School Type —====ee-- +
Race " All +=====e Private ==w-—- +
and Sex Types Public All Cathollc Other
All groups both sexes 13.6 14.4 6.4 3.4 11.8
males 14.6 15.2 8.6 4.7 14.9
: females 12.6 13.5 4.4 2.2 8.5
White: both sexes® 12.2 13.0 5.6 2.6 - 10.7
males 13.0 13.6 7.8 3.8 13.9
: females 11.5 12.5 3.6 1.6 7.4
Black: both sexes 16.8 17.2 6.2 4.6 a
males - 20.1 20.6 6.3 8.2 a
: females = 13.8 14.1 6.2 1.8 a
Hispanic: both sexes 18.7 19.1  13.6 9.5 a
males 18.8 18.9  16.7 10.7 a
females - 18.6 19.3 11.0 8.2 a

3sample size too small for reliable estimation.
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The pattern of drff erences between the sexes and among racc/ethruc groups is
basrcally the same for pubhc school students only as for public and private students com-
“bined. 'Male public school students drop out at hxgher rates than female public school
students (although the percentage dif ference is somewhat less than when private school ’
students are included). The rankxng of the racial groups remains unchanged (although per-
centage differences between white and minority dropout rates are somewhat reduced when the
. comparison is confined fo publxc schools), and the same interactions between sex and
' race/ethmcxty areé observable for publrc school students as for students in general
Public school dropout rates are higher in all categones than the correspondxng private
rates.

1

Because the dxff erences between public and private school students are large, it
" would be misleading to combine the two groups in analyses of the effects of specific stu-
" dent, school, and’ envrronmental charactenstrcs on the dropout rates. For this reason,

the subsequent analysrs of f: actors assocrated with dropping out focuses on the public
school students only Ideally, we would perform parallel analyscs of influences on drop-
pxng ‘out among’ prxvate school students. However, the small size of the HS&B private
school sample (or, more precxsely, the ‘small number of dropouts within that sample) makes
it infeasible erther to break down dropout rates by detailed categories of private stu-

dents or to estimate a satisf actory muitivariate model of determrnants of dropping out in
private schools. : v .

SEX AND RACE/ETHNICITY DIFFERENCES WITH OTHER
. BACKGROUND FACTORS CONTROLLED

Race/ethnrc diff erences in dropout rates and, to a lesser extent differences between
the sexes, are 1mportant fora vanety of pohcy purposes. They are critical both for
'analyzxng the determinarnts of droppmg out and for designing dropout prevention programs.
- To avoid mrsunderstandmgs, it is essentlal to dxstmguxsh sharply between the gross, or

",uncontrolled dropout rate dxfferences among race/ethnic groups reported above and the net
_differences that remain’ when student background factors other than race/ethnicity and sex
";per s¢ are taken into- account. To show the importance of this distinction, we present
‘here the ad;usted race/ethmcrty and sex differentials that result when other background
factors are taken mto account and compare them vnth the unad;usted figures given above.
‘ uncontrolled" are 1dent1cal to the rates shown in the public school column of Table 3.2
~Those labeled “other background factors controlled" are derived from a multivariate sta-
tistical model, whrch yields estimates of the dropout-rate differentials that remain among
_racc/ethnxc-sex categorres when certarn socioéconomic characteristics and other family
' background attributes are held constant ‘The model used is the event- -history model
described in Chapter 1I. The specrf ic vanables held constant, or controlled for, in this .
model mclude father’s and mother's occupatronal level, father’s and mother’s educational
attamment self -reported t‘amxly income, presence of f ather and/or mother in the home,
'number of siblirigs, whether the mother worked while the student was in school religious
affi xhatron, and religiousity.

‘The model has been f itted to data for the subsample of students for whom HS&B tran-

-scripts data were available (the transcnpt sample). The adjusted dropout rates shown in

Table 3.3 have been obtarned by applying relative dropout-rate estimates from these event-
history equations to the average estimated dropout rate, 144 percent for all public
school students. :

By comparing the two columns of Table 3.3, one can see that the large dropout-rate
differences among whites, blacks, and Hispanics (although not between the sexes) diminish,
vamsh or are éven reversed when personal and f amrly background factors are taken into
account. Note, in partxcular, that when socioeconomic and other family background factors
are controlled blacks have lower estimated dropout rates than whites; black f emales have

)
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. a lower estimated rate than any other group; Hispanics have only slightly higher rates
than whites; and the rates for white and Hispanic males are essentially equal. In sum,

B Table 3.3

DROPOUT RATES BY RACE/ETHNICITY AND SEX, WI’I'H AND WITHOUT
CONTROLLING FOR OTHER BACKGROUND CHARACTERISTICS,
PUBLIC SCHOOL STUDENTS

+=-=-~ Dropout Rates ---=-+ -
. Other A

: : Background
Race Factors
and Sex ' - Uncontrolled Controlled»
All groups both sexes 14.4 14.4

males 15.2 15.7

, females 13.5 13.1
White: both sexes 1 13.0 14.8
’ males . 13.6 16.0
females 12.5 13.6

Black: both sexes 17.2 10.5
males 20.6 ; 13.3

B females : 14.1 . 8.1

_ Hispanic: both sexes 19.1 16.0

’ males _ 18.9 16.1

females 19.3 15.8

the entire black-whxte difference in uncontrolled dropout rates (and then some) and much
of the Hxspamc-whxte difference is accounted for by f actors other than race/ethnicity per
se.

These same relationships are shown from a different perspective in Table 3.4, which
v‘dlsplays selected ratios of dropout rates with and without controlling for background
‘characteristics. Note the dramatic reversal of the ratio of black to white dropout rates-
-from 1.3 to 0.7--when SES and other personal background factors (other than '
race/ethnicity and sex) are held constant. Note also the sharp decreases in ratios of
Hxspamc to white tates when other factors are controlled. o
_ - A cautionary note is in order, however. Although these results indicate that factors
other than race/ethmcxty dlrectly, such ‘as parents’ education and family structure, account
" for interracial diffe erences in dropout rates, this doés not necessarily imply the absence
, of racial effects. The SES and other f amlly background variables held constant in the
- analysis may themselves be parnally determined by race/ethnicity. For instance, parents’

race/ethmcxty is probably an important determinant of such status attributes as parents’
educational attainment and parents’ occupations. Thus, although there is no residual
black-white dropout-rate differential to explain once SES and other background factors
have been takén into account (in fact, the residual is in the other dlrectxon),

N race/ethmcxty may stiil play an indirect role through ns xnf luence -on socioeconomic and
“other family characteristics.
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Table 3.4

SELECTED DROPOUT-RATE RATIOS, WITH AND WITHOUT
'~ CONTROLLING FOR OTHER BACKGROUND . FACTORS

7

Dropout-Rate Ratio

b
-+
kY

B T

Other .
o S _ Background
Comparison o e - Factors
Groups ‘ Uncontrolled Controlled
Females/males ‘ - 0.89 0.83
Blacks/whites 1.32 : 0.71
Hlspanlcs/whltes ‘ R “1.47 - -1.08
- White females/white males - 0.92 0.85
Black males/white males o 1.51 0.83
Black females/white males . . 1.04 - 0.51
Hlspanlc males/white males . 1.39 i1.01
Hispanic females/white males 1.42 0.99
Black females/white females 1.13 0.60

Hispanlc females/white females ~1.54 -1.16

COMPARISONS WITH DROPOUT RATE ESTIMATES FROM OTHER SOURCES

Apart from High School and Beyond, two other national surveys have becn used recently
to estimate the incidence of dropping out. One is the National Longitudinal Survey of :
. 'Youth Labor Market Expcncnce (NLS-YLME), which was drawn on by Rumberger (1983) to

’ 1nvestlgatc dropout rates in 1979, The other is the Census Bureau’s Current Population
Survey (CPS), which yxelds penodxc estlmates of dropout rates, including estimates for :
1981 reported in Grant and Snydcr (3983) Compansons between the HS&B overall dropout
rites and those from the other survcys are ‘'usef ul, first, for indicating the uncertaxnty .
that' exists regardmg the "true” rates, and second, ‘for'the light they shed on the meaning
.and limitations of the HS&B fi 1gures The key data required for such compar:sons are
presented in Table 3.5, v
- The two main things to keep in mmd in companng the HS&B figures with other esti-
~ mates are the age ranges to which the different estimates pertain and the restricted defi-
nmon of "dropout rate” dictated by the HS&B survey desxgn The HS&B results pertain to
persons who would normally ‘have been high school seniors, i.e., 17 or 18 years old, when
_classified as dropouts or nondropouts. In contrast, the other surveys pertain to wider
‘age ranges--14 to 21 in the ¢ase of NLS-YLME and 14 to 34 in the case of the CPS. For-
tunately, the dropout rate estimates from these data sets have been disaggregated by age,
as indjcated in the table. The estimates for 18-19 year olds come closest to corrcgpond-
ing to thosc for the HS&B cohort, although the correspondcncc is far from exact”.

As to the definition of dropout rate, the HS&B fi 1gurcs, as explained previously, rep-
resent the rate of attrition bctwecn the sophomore and senior years, while the NLS-YLME -
and CPS figures rcprcscnt percentages of persons in dropout status at the time of the sur-
vey without regard to when they left school. Unlike HS&B, the other surveys do count in-
dividuals who droppcd out prior to spring of the sophomore year as well as those who drop-
‘ped out late in the semor year. One would expect, therefore, that dropout rate estimates
based on the other survcys would be significantly higher than those based on HS7B. It is

_true, on the other hand, that persons who have completed hxgh school equivalency programs
are not considered dropouts in the CPS and NLS-YLME surveys, whercas they are included in



.the HS&B dropout count. Howevcr, the resulting overestimate in HS&B constitutes only a

. fractional offset to the omission of early dropouts.

' As mentroned earlier, Rumberger’s finding of an overall dropout rate of 18 percent is
consistent with the HS&B estimate of 13 6 percent, assuming that 4 to 5 percent is a rea-

' sonable estimate of the dr0pout rate prror to the latter half of the sophomore year. Al-
though we cannot confirm that 4-5 percent is correct, it is at least not contradicted by

" the estimated rate of 9 percent shown in Table 3.5 for 16-17 year olds (sophomores and
Jumors) and the rate of 2 percent reported for 14-15 year olds in Rumberger (1983)

Based on the same reasomng, the Census CPS estimate of a 16 0 percent dropout rate for

-

Table 3 5 :

. - HS&B DROPOUT RA'I‘ES COMPARED WITH DROPOUT
RATE ESTIMATES BASED ON OTHER DATA SOURCES

+ Dropout Rates (Percent) ------------ +
- ‘ S NLS~-YIME, 1979, Census CPS 1981
Race/ HSB 1980 by age ' by age-

ethnicity Sophomores 16-17 18-19  14-21 16-17 18-19 14-34
‘and Sex in 1982  years years years years Yyears Yyears
All groups  13.6 9 18 11 7.8 16.0 13.9
Male ) 14.6 - - - 8.0 17.7 13.0
Female - .. 12.6 = == - ! -— 7.6 - 14.4 14.8
White 12.2 8 16 10 7.8 15.5 . 13.0
Male 13.0 8 17 10 8.1 17.9 12.4
.Female 11.5 9 14 » 9 7.5 13.2 13.6
Black 16.8 10 24 15 8.0  19.3 21.2
Male .. - 20.1 = 12 25 17 7.2 18.9 19.3
" Female 13.8 8 22 14 8.7 19.7 22.6
Hispanic = 18.7 17 36 23 - - —
Male 18.8 .18 - 32 . 22 e - -
Female 18.6 17 39 24 B — -~

Sources: HS&B data extracted from Table 3.1; NLS-YIME (National

.Longltudlnal Survey of Youth Labor Market Experlence) estimates

- from Rumberger (1983); Census CPS (Current Population Survey) .

" ‘estimates from Current Population Reports, Series P-20, No. 373,
‘as reported in Grant and Snyder (1983)

18-19 year olds seems too low to be consistent w1th the HSB mdmgs, since it implies an

. attrition rate.prior to spring of the sophomore year of only 2 to 3 percent.

N It has been argued’ plausrbly that dropout rate estimates based on the CPS data are
likely to be biased downward by the natufe of the data-gathering procedure. Information

o .on characterrstrcs of students, including whether they have graduated or are enrolled in

. high school, is generally provided to Census interviewers by the head of the household or
some other adult and not by the student in questron It has been suggested that there is .
' some tendency for respondents to avoxd describing their children as dropouts, and hence
" that graduation and/or enrollment rates are likely to be exaggerated. Of course, dropping
' out is a slippery concept and respondents may not know their children’s actual status. We

- ¢annot demonstrate that this is the cause of the apparent mconsrstency, but it is a
hypothesis consistent with the data

‘-

2
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Certain additional 1nconsrstenc1es become evident when one compares the dropout rate
estimates for partrcular race/ethnxe-sex categories. The NLS-YLME estimates for Hispanics
‘are much hrgher relative to those for whites than are the estimates derived from HS&B (no
'CPS estimates are presented for Hrspamcs) The dropout rate for black females, which is
only moderately hrgher than f or white females and much lower than for black males accord-
ing to HS&B, is much. higher according to the other two surveys; in fact, according to the
~CPS data, it exceeds the rate for black males. This is a striking and drsturbmg contra-
drctron, for which, regretably, we have no explanation. .

Fmally, before returning to the analysis of HS&B data, it is appropnate to take
note of a&n entrrely different--and much hxgher--set of ‘dropout rate estimates that has
recently received much publrcxty and frgured in policy debates over the dropout problem.
These estimates, recently dxssemrnated in a US. Department of Education "wall chart"
(US Department of Educatxon, 1985), are derived. from state-reported graduation rates--
that is ratios of the number of public high school graduates in a given year to ninth
grade enrollment four years earlier, Theé average graduatron rate for the nation in 1983
was 73.9 percent, whrch .implies an attrition, or. "dropout,” rate of 26.1 percent. Figures

_over 30 percent are reported for some states Such rates are inconsistent not only with
the HS&B estimates but also with those based on the other surveys. The discrepancy may
" reflect, in part, conceptual dif ferences between attrition estimates based on nongradua-

tion rates and those based on Surveys of individuals. The former are influenced by inter-
state mrgratron of students and delayed graduatrons, and they take no account of GED com-
‘pletions.  For the nation asa whole, however, the migration factor should cancel out; the
delayed graduatxon factor is not Srgmfrcant when lugh school enrollments are relatively
_stable; and the GED faétor is very minor for the age group in question. There does seem
tobeaf undamental inconsistency, theref ore, that remains to be explained.

FootnoteS'

1. Itis possxble, of course, that the factors mfluencmg the behavior of early drop-
outs, not represented in the HS&B data, are different from the factors that influence
_students to drop out between therr sophomore and senior years. All our findings

- about factors associated with dropprng out apply, strictly speaking, only to those
“who drop out after reaching the second half of the sophomore year

2. In the drscussrons of descrrptrve statrstxcs in thrs and subsequent chapters, state-

......

for a desxgn effect of I. 6. over and above the conventronally calculated standard
error--i.e., the error used in calculatrng t values is 1.6 times that yrelded by the
‘SAS standard error procedure This means that a t value of 2.5 is required for a.
diff erence ‘between two dropout rates to be deemed srgmf icant at the 05 level.

3 The breakdowns by race/ethnrcrty are lrmrted to whites, blacks, and Hispanics because
. the dropout subsamples’ within other racial categories ate too small to support Cross-
- tabular analyses of factors assocrated with droppmg out

4. Catholic school students account for 85 percent of all private school students in the
HSB panel sample, so the reported dropout rates for private school students predom- '

inantly reflect the low rates in Cathohc schools rather than the higher rates m
*other private” schools. :

5. Most students are 18 years old by spring of the senior year but a sizable number are
still 17. Most 19 year-olds have been out of high school for a year. Unfortunately,

therefore, the HS&B cohort straddles two of the age brackets, 16-17 and 18-19, used
m the other surveys. -
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IV. DROPOUT RATES IN RELATION TO PERSONAL AND FAMILY
s ' BACKGROUND CHARACI‘ERISTICS OF STUDENTS
We begm the analysis of differential dropout rates by consrdermg how the rates vary
_among publrc school students with different personal and family attributes. These attri-
~ butes include socioéconomic status (SES) variables, such as parents’ occupational and
educanonal levels and family income, and other background characteristics, such as pres-
" ence of parents in the home, number of srblxngs, and religious affiliation. We present
descrxptxve statistics on the drooout-rate variations first and then introduce f mdmgs
from the multivariate analysrs ‘of mf luences on dropprng out.

SOCIOECONOMIC STATUS

. X
Dropout rates vary consxderably, and sometxmes dramatrcally, among students f rom dif-
ferent socioeconomic backgrounds. This is true almost without regard to how socioeconomic
"status (SES) is measured. However, the relatronshrp between the socioeconomic variables
and dropout rates often differs substantially between the sexes and among white, black,
and Hispanic students,
Table 4.1 presents descriptive statistics on dropout-rate vanatrons in relation to

SES vanables These variations are shown for each of the six race/ethnicity-sex combina-
- tions and f or all groups combined. It is 1mmedxately apparent that the rates are highly

sensrtxve to some of these varlables, notably father’s occupation, father’s and mother’s
educanon, and the composrte SES index. In the f ollowxng paragraphs, we explain briefly

‘how the various SES factors are defined and measured and comment on some of the more sig-
nificant patterns of variation. J

'Pg_rgnﬁ’ Occupations

In the interest of simplicity, the occuparronal categorxes of the HS&B survey have
~ been condensed into jllSt three broad occupational groupings: a managlerral/prof essional/
technical (hxgh Ievel) category and mid-level and low-Ievel categories . In addition, the
‘classification of mother’s occupatxons includes a "homemaker" category2 According to
_'Table 4.1, the dropout rates for students with fathers in mid-level and low-level occupa-
“tions (all race/ethn1c1ty-sex groups combined) are 62 percent greater and 115 percent
_""vgreater, respectrvely, than the rates for students with fathers in high-level occupations.
~The relatxonshxp to mother’s occupatron is also clear but not as strong: students with
“mothers in mid- level and low-level occupations are 12 percent and 72 percent more likely
~‘to drop out, respectxvely, than students with xnothers in the high-level category. Dropout
“rates for students whose mothers are homemakers generally fall between those of students
‘with mothers in the low-level and mid-level occupational strata.
The dropout rates. of both male and female students vary with parents occupations,
-but the relationship is stronger for females. Female students with fathers in the mana-
' genal/prof essxonal/technrcal stratum drop out at less than 40 percent the rate of females
~ with fathers in low-level occupattons, whrle males with fathers in the managerral/prof es-
_sional/technical category drop out at over half the rate of males with fathers in low-
" lével occupat;ons In other words, havmg a father in a high-level occupation seems to do
" less to reduce the probablhty of dropping out for males than for females.
The relatxonshrp between dropout rates and parental occupations also varies by
race/ethnicity. Among whites, the rates are clearly related to both mother’s and father’s
“occupation. Among blacks, dropout rates differ between the high-level and low-level
parental occupation groups, but in the mid-range there is no clear relationship. In the
" HS&B sample, the dropout rate is higher (although not significantly so) for black males
with mid-level than low-level f athers and lower for females with mid-level than high-level



fathers. Also, the black male dropout rate ‘varies only minimally with mother’s |
oceupatxon S:mxlatly, the sensitivity of Hispanic dropout rates to parents oceupat:on e
is low, with no evxdent relatxonshxp for males

Table 4. 1

DROPOUT RATES BY SOCIOECONOMIC CHARACTERISTICS, ‘
PUBLIC HIGH SCHOOL STUDENTS BY RACE/ETHNICITY AND SEX

. : SR O pm——— Race/ethnlclty and Sex - ' == +
'Socioeconomic A . White - Black Hispanic
Characteristic = - All Male Female Male Female Male Female

All students combined' . 14.4 13.6 12.5 20.6 14.1 18.9 19.3

Father's occupatlon T . .
Low-level » .., 18.7 19.6 17.9 19.6 16.4 18.4 21.4
Professional/techn1cal 8,7 9.1 6.6 13.1 13.5 16.8 8.7

Mother's occupation - S T
Homemaker ' ‘ 15.6 15.1 11.9 24.0 19.4 19.9 20.7
Low-level -+~ .18.5 18.0 16.7 20.6 16.2 24.9 22.3

Mid-level "12.8 12.1 12.6 20.3 10.2 14.8 14.9

Professional/technical ~ 10.6 10.7 8.3 17.4 8.9 15.1 14.3
' Father's education . | | o

Less than high school 22.9 25.9

22.6 23.0 21.1 21.9 23.8
High school graduate only 13.7 13.2 '12.5 17.9 10.0 17.3 18.0
Some college v 10.5 9.8 9.6 16.9 9.5 18.3 8.7
College graduate or more 6.8 8.7 3.7 15.2 6.1 9.9 - 12.5
Mother's education : R o : .
Less than high school 24.9 25.4 26.0 21.9 20.9 23.8 27.6
‘High school graduate only 12.6 12.9 = 9.8 18.6 13.5 17.9 13.8
‘Some college 12.0 11.4 1i.3 22.5 7.5 18.7 11.0
~College graduate or more 7.2 7.4 4.8 15.2 6.3 7.7 16.2
Family income . . . - ‘ o S |
Lower third EREENTEE 21.7 23.1 22.2 19.9 15.8 22.8 25.1
.Middle third ‘ 12.4 11.7 11.1 20.7 8.9 17.5 16.2
.Upper third RN - 13.1 12.4 10.8 21.2 16.9 17.8 17.1
~ Composite family SES index - e - :
- First (lowest) quartile 22.3 23.8 23.7 19.9 16.7 23.3 22.8.
Second quartile ‘ 013.2 11.9 13.1 15.6 4.6 21.3 17.0
" Third quartile _ 10.7 10.7 9.7 .20.5 10.3 12.5 9.4
Fourth (highest) quartlle 7.0 8.5 3.9 18.0 8.1

10.0 11.5

On average, students who say their mothers are homemakers drop out at rates in bet-
ween those who report mothers in low-level and mid-level occupations, but this does not
hold uniformly across groups. Whites and Hispanics with homemaker mothers have lower
dropout rates than those with mothers in low-level occupations; but blacks with homemaker
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" mothers are morg,| lrkely to drop out than blacks with mothers emplOYCd even in low-level
]Obs .’h‘!..‘:"‘.i. tw} ‘

rents’ Ed ional Attainmen

Dropout rates are even more strongly related to parents’ educatlon than to parents’
occupations. Table 4.1 distinguishes among four educational levels: less than high school
‘ graduatlon, high school graduatlon only, some postsecondary education, and college gradua-
tion or more. Compared to studénts with the most educated fathers (college graduates or
‘more), students whose fathers have "some college” are over 50 percent more likely to drop
" out; those whose fathers are high school graduates only are about 100 percent more likely
- to drop out; and those whose f athers did not finish high school are nearly 250 percent:

“more likely to drop out. There is a srmrlarly negative relationship between dropout rates

“"and mother’s educatron The most pronounced differences are between students whose par-
ents are at the lowest educational level (less than hxgh school) and those whose parents
" ‘have at least finished high school. ‘

’ . Although both male and female dropout rates are associated with parents’ educatron
the latter are more strongly associated than the former. The range of variation in male
dropout rates between the lowest f ather s education stratum and the highest is about 2-1/2
" to 1, but the correspondmg range for f emales is more than.5 to 1. Similarly, male drop-

out rates are three times as high in the lowest mother’s education stratum as in the
“highest, while female rates differ by a ratio of more than 4 to 1 between the same two

strata. It can be seen that the male and female rates are nearly identical in the lowest
parents educatxon stratum, which means that’ ‘the male-female difference in sensitivity to
‘parental educatron is due to diff erences m the rates at which sons and daughters of
better-educated parents leave school.” The sons of college-educated fathers are more than
twice as likely to drop out as the daughters of similarly educated fathers, whereas males
~in general are only 13 percent more likely to drop out than females.

The relatlonshlp between parents” edueatronal attainment and the dropout rate varies
strrkrngly among the race/ethnmty-sex groups. It is strongest among white females. :

‘White females with college-educated fathers drop out at only 16 percent the rate of those
whose fathers did not finish high school the correspondxng figures for black and Hispanic
f emales, respectrvely, are 29'and 53 perceént. White males whose fathers are at least col-

" lege graduates drop out at 38 percent the rate of those whose fathers did not complete
high school, while the correspondmg fxgures for black and Hxspanrc males are, respec-
tively, 59 and 45 percent.. Thus, the interracial differences in the effects of father’s
~ education are greater for females than for males.

s The relative importance of mother’s and father’s education varies among categories of
students. Among whites, the dropout rate is aff ected by the educational attainment of the

' parent of the opposite sex. However, for both white males and white f emales, having a
parent wrth less than a hlgh school educatmn drives up the dropout rate more drastically

if that parent is the mother. Among blacks, in contrast, both male and female dropout

‘rates are more sensitive to the father’s educational level than to the mother’s. Among
Hxspamcs the pattern is mrxed but having a mother in the less-than-hxgh-school category

is associdted thh higher dropout rates than having a father in the same low stratum. In

this respect Hrspamcs resemble whites more closely than they do blacks. :

' A notable finding f rom the education sections of Table 4.1 is that among students

whose f athers did not complete hrgh school, there are essentially no significant interra-

cial differences in dropout rates, The rates for black females and Hispanic males are ac-
tually lgwe (but not signif icantly so) than the correspondrng rates for whites, Con-
srdermg that higher percentages of blacks and Hispanics than whites come from families in
“which one or both parents did not complete high school, these results indicate that the
higher overall dropout rates for blacks and Hispanics than for whites are due in large

part to diff erences 1n parental education or, more generally, to differences in parental
SES.

Y
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1f- T ilv Income

Family income is a fundamental mdrcator of socioeconomic status and should play an
important role in this analysis, but unfortunately, the HS&B income variables are of
dubious quality. In’ the HS&B base-year survey, students were asked to indjcate in which
"'third and Which seventh of the income distribution their families belonged”. Thé non-
.~ responsé rates for these questlons are. relatrvely ‘high, and there is evidence that the
“reliability of the income data is low (Rosenthal et al,, 1983). Thus, we cannot report
confrdently on how dropout rates vary in relation to f amily income. Nevertheless, we do
include one of these questronable mcome indicators--the breakdown of family income by
thirds--in the analysis.
‘The relationship between income and the dropout rate is weaker and less clear-cut
’(non-hnear) than one would ‘anticipate with a reliable income indicator. The all-group
dropout rate is hxgher for students who’ place their families in the lowest third of the
“income distribution than for ‘other students, as one would expect, but the rate in the top
third is actually hxgher (although not sxgmf 1cantly s0) than the rate in the middle
third, contrary to expectation. This’ pattern holds for whites and Hispanics of both sexes
_but not for blacks.. The black’ female dropout rate is much lower among students who place
their f amrhes in the middle thrrd of the income distribution than for those who indicate
cither the ‘top or bottom third. Black malé rates vary hardly at all among the three
jstrata These are not plaus:ble results, and in our view they probably reflect the
deficiencies of the income data more than the underlyrng realrty

miEInrt

In addrtxon to the rndrvrdual socroeconomrc status variables, HS&B provides 2 com-
_posite socroeconomxc status indicator based on réplies to selected questions from the
"base-year survey. The’ composxte mdrcator is derived by ‘averaging standardized scores on
five items: (1) father s occiipation, coded according to ‘the Duncan SEI scale (Jones et al,
, 1983 Riccobono et al., 1981), (2).f ather’s education, (3). mother’s education, (4) f amxly
‘income (reported by the students), and (5) an average of eight household possession
" items”. Thus, the SES composite brings together a number of the items discussed
separately above, plus some additional f amxly characterrstrcs associated with socio-
cconomic level.
. The relationship of dropout rates to the composrte SES 1ndex is similar to the re-
latronshrp to parents’ education, Dropout rates of students in the lowest SES quartile
are three times greater, on average, than rates of students in the highest quartile.
“Also, as with the education factor, the largest differences in dropout rates occur between
the first (lowest) SES quartrle and all others Both male and female dropout rates are
sensitive to family SES, but the f emale rates are more sensitive, especlally among the
lugher SES levels. Females drop out at 83 percent. of the male rate in the third quartrle ;
" but at only 50 percent the male rate in the hrghest quartile. This pattern, too, is very
‘similar to that reported earlier in conneéction with variations in father’s education.
i The relatxonshrp of dropout rates to SES also varies by race/ethnicity. Among v
whites, the rate falls of f steadily as a f unction of increasing SES, most sharply between
the first and second quartxles and more raprdly thereafter for females than for males.
Among black males, 19 contrast, there is no tendency for the dropout rate to decline with
" increasing SES scores”, Among black f emales, t there is a decline in the rate after the
first SES quartile but no clear pattern thereafter.” The pattern for Hispanics is much
more similar to that of whrtes than that of blacks--a generally declining dropout rate as
SES increases.
The data in Table 4.1 also support the fi mdmgs reported in Chapter III regarding in-
terracial differences in droppmg out. Note that in the lowest occupational, educational,
and composite SES strata, dropout rates for blacks are similar to, and in some cases lower
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_than, the corresponding rates for whites. Considering that much higher percentages of
blacks and Hispanic: thar 7 whites come from these strata, it is clear that interracial

-differences in the SES disuibution play major roles in determmmg gross differentials in
dropout rates by race/ethmcxty ,

OTHER FAMILY BACKGROUND CHARAéIERISTICS

» In addition to socioeconomic status indicators, several other personal and f amily
‘characteristics reported in HS&B are associated with the frequency of dropping out. Table
~ 4.2 presents desCrrptrve statistics pertaining to the following: presence of parents in

the home, number of siblings, whether the ‘mother worked while the student was in school,

religious affiliation, and religiousity. .

'Ergggnge of Parents in the Home

- The degree to which a f amrly is "intact" affects dropping out in much the same manner
as does socioeconomic status. The data in Table 4.2 show how dropout rates vary among
students who live wrth both parents, a f emale parent only, a male parent only, and neither
parent. For all groups combined, having only one parent in the home is associated with a

. substantxally higher dropOut rate than having both parents present (a 66 percent higher

rate if the one parent is f emale and a 78 percent higher rate if that parent is male).
Havmg neither parent present is. assocxated with a dropout rate 2-1/2 times greater than
the rate with both parents in the home. The absence of a male parent generally seems to
~ make less difference than the absence of the female parent, although for blacks the op-

_ posite is true.
N Dropout rates of both male and female students are affected strongly by the presence
" of parents, but there is an interesting dif ference between the sexes: taking all

race/ethmc ‘groups together, males appear to be more¢ sensitive than females to the absence
of one parent, while f emales are more sensxtlve than males to the absence of both parents.
When race[ethmclty is taken into account, the pattern becomes more complex. White males
]‘wrth only one _parent in the home drop out at about twice the rate of white males living
~ with both parents, but the absence of both parents raises the rate only about 25 percent
" more than the absence of one. In comparison, white females drop out at about a 50-percent

"b"'hxgher fate in one-parent than in two-parent households, but the rate doubles 1f both

parents are absent from the home.
‘ Note that blacks from one-parent and no- parent homes drop out at lower rates than
‘whites from similar households. This reinforces the finding that differences in back-

. ground varxables other than race/ethmcrty are associated with the higher gross dropout
rates observed f or blacks than for whrtes. ‘

Numbgr of Siblings

‘ Another family background varlable associated with the dropout rate is the number of
a student's sxbhngs The likelihood of dropping out generally increases with the number
of srblmgs, except ‘that bemg an only child (zero siblings) is associated with a higher

- . dropout rate than having 1- -3 brothers and sisters. The pattern is clearer for males than

- for females and for whites than for minorities. It is least clear for blacks. In fact,
. for black males, number of siblings has no significant effect. For all groups other than
- blacks, however, the dropout rates of students from very large families (7 s:blmgs or
‘more) are significantly higher than for students from smaller families. It is likely, of
" course, that the apparent family-size effect is largely, if not wholly, a class or SES
-~ effect, since large families are more common in lower-SES strata.
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'I‘able 4.2

DROPOUT RATES BY FAMILY CHARACTERISTICS (OTHER THAN SES),
PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

L : ¢ 4m==—=w- Race/ethnicity and Sex —==——e=—cce-z--
Family ‘ L ©© White Black Hispanic
Characteristic -~ All  Male Female ' Male Female Male Female
All students combined 14.4 13.6  12.5 20.6 14.1 18.9 19.3
Parents present in home S v
Both . , ‘ 12.2. 11.3 11.2 17.5 11.7 17.0 14.8
Female only N 20.2 23.4  16.5 21.9 16.1 23.0 27.6
Male only 21.7 '24.1 18.2 . 17.1 13.5 . 25.0 - 27.9
Neither : 31.1 29.4 36.7 35.3 21.8 22.9 40.8
Number of siblings ' o | I
None ‘ S 13.8:  14.7  11.0 13.9 15.4 17.2 19.0
1 9.0 8.9 7.1 18.8 8.0 12.8 17.7
2 11.1 9.9 10.7 18.1 6.3 16.2 17.5
3 12.9° 14.1 '10.6 17.9 11.1  16.5 16.1
‘4 16.8  14.3  17.0 19.6  17.6 24.4 17.5
5 18.9 13.7 21.3 - 21.8 14.9 22.9 18.9
6 18.0 18.1 15.7 21.7 1%9.6 16.3 19.4
7 or more 22.4 28.3 '20.1 17.1 17.0 23.0 25.5

" Whether mother worked
while student in school

Yes, both elem. and H.S. 13.7 12.7 13.4 15.6 10.6 - .18.6 18.9
Yes, elementary only = 17.3 19.2 12.7 28.7 16.3 22.1 15.2
Yes, high school only 10.7 11.7 9.0 9.3 19.6 11.8 11.7
No ‘ - 12.4 11.0 9.5 21.1 19.9 +:18.0 21.6
Religious affiliation S o : v
Protestant - 13.0 .12.6 11.6 ' 17.8 11.7 18.1 17.4
Catholic o 11.6 9.6 10.8 11.0  17.4 14.9 18.9
Jewish 8.8 10.3 6.8 - -— ea -
Other S o - 18.9 19.3 19.0 29.3 14.3 20.1- 20.0
None . S 23.6 24.4 24.6 20.2 18.9 30.8 24.1
Religiousity ' ‘ T R :
Very religious : 9.3 8.3 4.7 21.2 15.3 14.9 20.8
Somewhat religious ©'12.4 10.8 11.8 15.8 12.6 '~ 17.3 16.5
Not religious = - ‘ 19.1 18.9 18.0 25.8 14.3 21.3 22.9

Mother’s Work Status

A question of recent policy interest is whether mothers’ employment affects the educ-
ational outcomes of children. In this analysis, we t_:_onsider whether the likelihood of a
student’s dropping out is affected by whether the mother works outside the home while the
student attends elementary school, high school, or both. The results are surprisingly
mixed: First, the dropout rates of students whose mothers work only while the students
attend high school are lower than the rates for students whose mothers do not work at all
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(with the exception of white males). Second, the rates for students whose mothers work
only while the students attend elementary school are significantly higher than rates for

~ those whose mothers do not work at.all {except for black and Hispanic females). But:

third, the rates for students whose mothers work during both the elementary and high
school years fall in between the rates of the other two groups. We do not know why the
mother’s employment throughout the student’s school career should haveless of a negatwe
“effect on dropping out than employment during the elementary years only. A con jecture is
" ‘that mothers employed throughout ténd to have greater labor force attachment, and hence
_higher income and SES than mothers employed only during certaxn 1ntervals, however, it is
by no means certain that this accounts for the results.

‘ The effect of mother’s work status differs sharply for male and f emale students in
one respect: male dropout rates are much more sensitive than female rates to whether the
mother worked while the student attended elementary school. Dropout rates for males of
all race/ethmclty groups are much lugher in the mother-worked-while-in-elementary-school-
,only group than in any of the other "mother-worked" categones There is no such effect

" for f emales As to mterrac1al differences, the most conspicuous item is that the

mother’s not workxng at all--a positive factor for whites--is a negauve factor for

‘blacks This may be because the status of nonworking mother is associated with relatively
lower SES and income levels for blacks than for whites and that the SES and income fac- =
tors, rather than the mother’s working per se, account for the dropout-rate differential.

Religious Affiliation

- There are significant differences in dropout rates among students with different
"',relxglous affiliations. Rates for Catholics are generally lower than rates for Protes-
~tants, and rates for Jews are lower still. Students who claim "oth:." or no religious af-
filiation drop out at much higher rates than those who identify *»emse!ves as Catholics,
,Protestants, or Jews, The relative rates differ by sex, however. A mo.. males the
Catholic dropout rate is significantly lower than the Protestant :ute av i not signifi-
cantly higher than the Jewish rate. Among females, the Cgtholn and ° -otestant rates are
almost equal but the Jewish rate is much lower than both".

g;ligigusi;g

. We use the term "religiousity” to characterize students according to their responses
_to the questton, "Do you think of yourself as a religious person?” The permitted answers
are yes, very," "yes, somewhat," and "no, not at all." The dropout rate decreases sharp-

_ ly with increasing relxgmusxty It is more than twice as high among students who des-

“cribe themselves as not religious at all as among those who call themselves very reli-
‘gious, The relatxonsl'up between. droppmg out and religiousity exists for white males and
females and for. Hxspamc males but is not discernible for blacks or Hispanic females.
Among whites, it is stronger for females than for males because of the low rate at which
~ "very religious” white females leave school.
" Another HS&B question on religion asked how frequently students attend religious ser-
vices. The results (not shown in the table) are similar to those for the rehglousxty

‘item--i.e,, a decline in the dropout rate as thc f requency of relxglous attendance in-
creases. :

THE MULTIVARIATE ANALYSIS’

Because many of the socioeconomic and other family backbround varxables are inter-
twined with one another, it takes a multivariate analysis to sort out their net effects.
- We have conducted that analysis, as explained in Chapter 1I, usmg the event-history meth-
odology. The results reported here are derived from equations in which the explanatory
variables include many of the personal and f amlly background characteristics of students

-
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discussed above plus regronal and urbamcxty varrables, whrch are explamed below The
results are expressed as multiplicative effects of each variable (other thmgs being
“equal) on the probability of dropping out.

' “Table 4.3 presents findings from the event-hrstory model concernmg the effects of
selected SES and other family background characteristics on dropout rates. Figures are
given for the same 'six race/ethnrclty-s x categories as in the foregoing descriptive data
tables and for all'six groups combined®. The entries in this table are dropout-rate
ratios; that is, they represem the factor by whrch the dropout rate changes in response ‘
to the indicated change in an expldnatory variable. For example, the entry 1.20 in the
comparrson between students with fathers in the low-level and mid-level occupational
categories at the top of the fi xrst column of the table signifies that those with f athers -
"in low-level jobs are 1.2 times, or 20 percent, more likely to drop out, other things -
‘being equal, as those with fathers in mid-level jobs.

To see the relatronshrp between these results and the descrrptxve data on dropout
. rates, consider the first column of Table 4.3, which pertains to all race/ethnicity groups
“and sexes combmed Note that all ‘the followmg results are consistent with the dropout-
" rate differences reported above (a) the dropout rate is higher for students whose mothers

o 'or f athers work in low-level jObS than f or those whose parents work in mid- level Jobs (it

cantly so), (b) the rate decreases with both f ather s and mother’s educational level, (¢)
C it decreases shghtly with increasing family income, (d) it is higher for students with
- only one parent in the home and higher still for students with neither parent at home, (¢)
it incredses with the number .of srblmgs, (f) it is hrgher if the mother worked during the
student’s elementary 'school years ‘but not if the mother worked only during the student’s
'hrgh school years, ‘and’ (g) it decreases ‘with increasing relrgrousxty
" On the other hand, the magnitudes of the effects in Table 4.3 are consxderably dif-
ferent from. those suggested by the earlier gross dropout-rate compansons In particular,
the dif f. erences assocrated with SES’ vanables are consrderably smaller in the multivariate
analysxs Tlus, of course, is exactly what one would expect, given the strong colinearity
-, among the various SES f acfors, For example, accordrng to the gross dropout rate compar-
' )sons in Table 4.1, the probabrhty of dropprng out is 50 percent less for students whose
_ fathers are college graduates or more” as for those whose fathers are "high school grad-
©uates only, but according to Table 43 the reduction in the rate associated with four
"additional years of father’s education is ‘only 15 percent. The reason for the difference
is that the level of father’s education is correlated with other status-indicators. On
average, a student wrth a college-educated father is also likely to have a more educated
'mother, higher mcome -and both parents in hrgher occupational strata than a student with
only a hrgh school educated f ather ‘Naturally, therefore, the effect of father’s educa-
tion appears greater when nothing is controlled than when the other SES factors are held
constant,

The combmed effects of dif f erences in multrple attnbutes may be estrmated by multi-

plymg together the individual effects shown in Table 4.3. Thus, for example, the com-

' .bined effect of having b_gt_ a father and a mother with college rather than high school

vdxplomas, ‘and a father with a mid-level rathe J than low-level occupatron would be a reduc-
tion in the dropout probability by 40 percent”’.

, Another perspective on the relationship between gross and net effects on dropout
rates is of £ ered by Table 4.4, ‘which provrdes side-by-side comparisons of relative gross

_and net rates. The entries in the first column of this table are ratios of gross dropout

" rates from Tablés 4.1 and 42, The second column is repeated from Table 4.3. Note that

in the cases of SES varrables, the increases or reductxons in dropout rates always appear

much larger in the gross, or uncontrolled, comparison than in the multivariate comparrson

This reflécts the aforémentioned colmearrty The same is not true of the non-SES vari-

ables, however.  The dropout-rate differences assocxated with, e.g., family structure,

mother’s work status, and religion dxmrnrsh only moderately when other factors are held
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Table 4.3

ESTIMATED EFFECTS OF SELECTED SOCIOECONOMIC AND OTHER
" 'BACKGROUND VARIABLES ON RELATIVE DROPOUT RATES,
EVENT~HISTORY MODEL BY RACE/ETHNICITY AND SEX

at the

33

.10 level of probablllty

Fomm———— Race/ethnicity and Sex m=mm——————t
Variable and v White Black . Hispanic
Basis for Comparison all Male Female Male Female Male Female
Father's occupation: : S . o
Low=-level/mid-~level 1.20% 1,31% 1.19% 1.04 1.72% .81 1.21
High-level/mid~-level .96 .96 .85 .75 2.25+v 1.34 ,78
Mother's occupation: . '
High-level/mid-level .93 .94 .78 1.12 .90 .91 1.14
Homemaker/mid-level 1.07 1.13 1.04 1.44 .78 1.01 1.10
Father's education: ,
Each additional year .96*% .99 .92% 1.00 1.06 .95% 1,00
[Additional 4 years] .85 .94 .71 .98 1.24 .80 1.00
Mother's education: : :
(Additional 4 years] .84 .91 .75 .93 .52 .98 .76
Family income: v o
Additional $1,000 .98% ,98% ,98% .99 1.00 «97%. .99
Parents in home: ' ‘ ‘ - :
“mother only/both parents 1. 28* 1.49% 1.06 1.06 2.08% 1.11 1.49
father ‘only/both parents 1.65*% 1.66% 1.31 .85 2.26 1.80 2.74%*
neither/both parents 2.06*% 2.20% 3.13% 2.,22% 1,28 .98 1.84
Number of siblings: ‘ : . : :
one additional sibling - 1.11% 1.14% 1.10% 1.03 1.24% 1.08*% 1.09%
‘Mother worked: ‘ , _ :
During elementary years 1.36% 1.55% 1.40% 1.42 .43% 1.05 1.38
During high school years .99 1.05 1.17 .64% 1,35 .92 .62%
" Religious affiliation: : : : .
Catholic/Protestant <97 .92 1.15 .94%  1.41 .87 1.01
Jewish/Protestant .98 1.13 .98 - _— == ==
_ Other/Protestant 1.38% 1,34*% 1,.38% 1.37 1.47 1.30 1.28
Religiousity: |
High/Moderate .81*% ,T74*% ,64%* .97 1.56 1.10 .98
Low/Moderate - 1.42% 1.54% 1.41% 1.21¢ .89 1.38 1l.44
Note: estimates followed by * are significantly dlfferent from 1.0



Table 4 4

- COMPARISON OF RELATIVE GROSS DROPOUT RATES
" "WITH RELATIVE NET RATES IMPLIED BY THE
HULEIVARIATE MODEL, ALL RACES AND SEXES

Relatlve ~ Relative

SR . .- .. Gross ~ Net Rates
- 'Variable and = . = . - Dropout = (from
Basis for‘Comparison.‘r,f Rates - Table 4.3)
‘Father's occupation: . . .. .
Low-level/mid-level = 1.34 1.20
- High-level/mid-level == .62 .96
Mother's occupation: L '
Low-level/mid-level _ 1.45 . 1.13
High-level/mid-level .83 .93
Homemaker/mid-level = - 1.22  1.07
Father's education: - ' ' 4
Additional 4 years _ .50 .85
Additional 6 years ;o «30 _ .78
Mother's edﬁcatlon‘ : v o
Additional 4 years ‘ .57 .84
‘Additional 6 years «29 +74
Family income: o C :
Additional $1,000 : N.A. | .98
Parents in home:
mother only/both parents 1.66 ‘ 1.28
father only/both parents 1.78 1.65
- neither/both parents .- 2.55 2.06
 Number of 51b11ngs' : A
One additional 51b11ng : 1.20 ° - 1.1y
Mother worked: l ' o '
Elem years only/no work 1.40 1.36
Elem and H.S./no work 1.10 . »99
Religious affiliation:
Catholic/Protestant : .89 .97
Jewish/Protestant = .68 .98
Other/Protestant e 1.63 1.38
" Religiousity: .. - | e
High/Moderate . R .75 . .81
Low/Moderate ‘ o . 1.54 - 1.42
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constant. This signifies that such variables as parents present in the home," "number of

siblings," and "mother’s work status” do not act merely as proxres f or socioeconomic

status but have independent effects on dropping out. . -
Note also that some relationships suggested by the descriptive data do not recur when

other factors are c0ntrolled For instance, the multivariate analysis does not confirm

_‘tbat students with parents in hxgh level occupatxons (or with homemaker mothers) drop out

- _at lower rates than students with parents in mid-level occupations, nor that Catholic or

Jewish students drop out at sxgmfxcantly lower rates than Protestant students. The im-
’phcatron is that the drfferences found in the descriptive analysis stem from other f ac-
tors correlated. with these aspects of student backgrounds.

, Only a few factors can be identified as statistically srgmf icant mf luences on drop-

‘out rates in partxcular race/ethnicity-sex categones. This is particularly true of the .

“]mmorrty categorres, for which subsample sizes are relatively small. Among whites, the
eff ects of family income and low-level versus mid-level father’s occupation are confirmed,
as are those of the number. of sxblmgs, the mother s working during the student’s elemen-

tary school years, and the relxglousrty factor, but the effects of mother’s occupation

_‘»(hxgh- versus mid-level) and both mother’s and father’s education show up as significant

only for female students, For nonwhttes, only occasional variables show up as significant

. for partlcular groups, and there is httle intergroup consistency.

7 Cuven the paucity of statrstlcally significant parameter estimates, we are generally
unable to determine whetheér the intergroup. dif f erences in dropout patterns observed in the
des cr1pt1ve data hold" up when other variables are controlled. Among whites, there is sup-

:port for the f xndmg that female dropout rates are more sensitive than male dropout rates
‘to parents’ educational and occupatronal levéls. Alsd, female rates are less strongly af-
fected by the absence of one parent from the home. There is also some evidence that black
female dropout rates are 1nf luenced more strongly ‘than black male dropout rates by SES
factors--in fact, no SES factor is found to have a significant effect on the black male

rate, Otherwxse, small subsample size precludes any definitive statements about interra-
‘cial differences in the determmants of dropping out.

CONCLUSIONS

Both the multrvarrate analysis and the srmple bivariate compartsons of dropout rates
2morng subgroups demonstrate the importance of socioeconomic and other family background
“characteristics as deterrnrnants of droppmg out. Students with the least favorable back-
ground charactenstxcs--those with parents in low-level jobs, parents who are relatively
" uneducated (especrally parents who are high school dropouts themselves), who come from

one-parent households and large famxhes--are three to five times more at risk of not com-
~ pleting high school than students from advantaged backgrounds. There is some evidence
- that femals droppxng out is more sensitive than male dropping out to SES and other back-
o ground factors and that black male rates are the least sensitive of all. However, many
“other intersex and mterracral dif ferences that show up in gross dropout rate comparisons
4are not conf irmed by the multivariate results.

The effects of socioeconomic and other background charactenstrcs on dropping out
have, of cours¢, been demonstrated in earlier studies (see Chapter I), but certain of the
findings reported here are less well established. In particular, the roles of the ‘

parents in home" varrables, mother’s work status during the elementary and high school
years, and the rehgrous aff 1lratron and relxgtousrty variables have received little at-
tention. Also, the mterracral diffe erences in relatronshxps of droppmg out to particular
background vanables appear not to have prevrously been examined in detail. In the latter.
regard, one of the more rmportant conclusions about interracial differences emerges from
the descriptive rather than the multivariate analysis: dropout rates among students with

~ the least favorable background characteristics are no hxgher among minorities than among
whites, 1mplyxng ‘that it is the differences in socioeconomic and family composition among

<
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race/éthnicity groupé, rather than i'ace/'cth'nicity pet sc!t‘hgt account for interfacial diff _c.r'_e(nces.
in gross rates of dropping out. ST s . : : S

Footnotes:

1.

2,

6.

The HS&B quéstions on father’s and mother’s occupations of fer choices among 16 occup-
ational classifications. For the purpose of this analysis, we grouped the 16 into -

three broad categories: a "managerial/professional/technical” category comprising the
HS&B classes manager/administrator, professional (2 different classifications), teac-
her, and technical; a "mid-level® category consisting of the clerical, craftsman, -

farmer, military, proprietor, protective service, and sales classifications; and a .
"low-level” category made up of the laborer, operative, and service worker classi-
fications, - RV AR : v ’ -

The "homemaker" classifica‘tion'appcars_ in both the father’s occupation and mother’s

‘occupation items of the HS&B survey, but only a tiny percentage of students (just
‘over 0,1 percent) reported fathers in this category, while 15.8 percent described

_their mothers as homemakers. Thus, *homemaker" is treated as a separate category for

mothers but included in the low-level occupational category for fathers.

In the first follow-up ,sur‘vey,“st‘_ude;;tsv‘\:ycre asked in which third and which eighth of
the distribution their families beloriged. Only the base-year responses were used in
this analysis. Subsequent analyses may use a ctleaned, composite measure of family
income. ' T R ‘ ‘ , .

The household-possessions _qumpongnvt is based on the number of the following items
reported as present in th_ej"_s‘t‘udgntv's',houscho,l,d; a daily newspaper, an encyclopedia or
reference books, a typewritér, an electric dishwasher, two or more cars that run,

~more than 50 books, a room of one’s own; and a pocket caiculator.

One possible reasbn for the lack of ja relationship is that SES scores may be espe- |
cially unreliable for blacks, a possibility that has been noted in the literature
(see, e.g., Bielby and: Hauser, 1977). EEERTIRE - :

“These figures are for public schools only and consequently omit a much larger frac-

tion of Catholic high school students than protestants, The gap between Catholic and

. ‘Protestant dropout rates becomes larger ‘when public and private students are consid-
- ered together. The combined rates are 10.3 percent for Catholics and 12.9 percent

for Protestants; the ratés for males afe 9.9 and 14.0 percent, respectively, and for
females 10.6 and 11.8 percent, respectively. 'Note that the Catholic female dropout
rate is below the Protestant female rate when private schools are included but above
it (although not significantly so) when they are not. - IR ‘

The descriptive ‘ana,llj{scs_‘us_gd the HS&B student classifier variable (FUSTTYPE) to

- define dropouts while the multivariate analyses used the composite status variable
. (HSDIPLOM) to define dropouts. In addition, the descriptive analyses excluded
_ missing cases while the multivariate analyses used come imputed data. Either of

these differences in the descriptive and multivariate analyses may have produced
different estimates.. o S L e

The event-history cquatioﬁ for all six race/ethnicity-sex groups combined contains a
set of race/ethnicity-sex dummy variables as well as the other independent variables
mentioned above. - S , o

-
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Le., taking as the base case a student whose parents are both hxgh school graduates
~ in low-level occupations, one would multxply that student’s estimated dropout rate by
.85 and .84 to represent the ef fects of both parents’ being collegc graduates and :
~ then divide by 1.20 to represent the effect of the father being in a mid-level rather
~ thana low-level job. Tl calculation is (.85 x .84)/1.20 = .60, which indicates a

fall in the dropout rate to 60 percent of 1ts initial value, or a 40 pcrccnt reduc-
_tion. : ‘ g
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V DROPOUT RATES IN RELATION TO LOCATIONAL R ¢
- . AND ECONOMIC FACTORS 3 T

Thcre are strong a pl‘lOl’l arguments, as well as fmdxngs from previous research, to
suggest that dropout rates are likely to depend on envuonmental conditions as well as on
the personal background charactcnsttcs of students. In this section, we consider two
sets of environmental vanables locational f; actors--namely, geographic region and urban,

. suburban, or rural IOcatlon, and local economic conditions, as represented by per capita
R ’mcome, wages, ‘the unemployment rate, and the rate of employment growth. As in the pre-
. vious chapter, we look first at the descriptive data and then at f mdmgs from multivar-
" iate models’ regardmg the eff ects of thcse vanables

REGIONAL AND URBAN-SUBURBAN—RURAL DIFFERENCES o

Gross dropout rates differ substantlally both among the major reglons of the United
" States and among lugh schools located in urban, suburban, and rural places As shown in

. Table 5.1, the rates are about one-third higher in the South and West than in the North-

east.and North Central regions, about 40 percent higher in urban than suburban places, and
slxghtly higher in rural areas than in suburbs. In addition, there are interaction ef-
‘fects between regton and urbamcxty The data in Table 5.2 show that the highest urban
_ drépout rates are found in the regions where overall dropout rates are lowest, namely, the
Northwest and North Cemral states, The dif ferentials bétween urban and suburban or rural
~ rates are also large and positive in ‘these two regions. In contrast, urban dropout rates
‘in the South aré equal to rural rates and only shghtly higher than suburban rates, while
in the West the urban rates are actually below thdsc in suburban and rural areas. Thus,

. the relative rate of droppmg out in urban centers, which figures so prominently in
_Table 5.1, turns out to bé a regional phenomenon--one charactenstlc of the Northeast and
" North Central areas but not the rest of the country.

Interrcgronal differences in dropout rates vary by race/ethn:crty and by sex.
Wheréas white dropout rates are 50 to 60 percent higher in the South and West than in the
, Northeastern and North Central statcs, the pattern of black dropout rates is the reverse:
West Tlus revcrsal is cspecxally consplcuous for fcmales Black females in the South
and West drop dut’ at significantly lower rates than white females (or any other group),
while black f emalcs in the Northeast’ and North Central areas drop out at double the white
female rates. Interregxonal differences in the dropout rates of black males are rela-

_ tively small--about 25 percént lower in thc SOuth and West than elsewhere. What is
‘notable, however, is that while black males in the Northeast and North Central regions
‘have double the dropout rate of ‘whites, black male dropout rates in the South and West
“éxceed the white rates by less than 20 percent ‘Relative to whites, therefore, blacks

~ fare better in the South and West than in other regions. y
' Htspanxcs, overall exhrbxt the least mterregronal variation in dropout rates; how-

~ ever, on closer inspection it turns out that this reflects the lack of variation in rates

- "among Hlspamc females. The dropout ratés for Hispanic males. like those for whites but
‘unlike those for blacks, are hrgher in the South and West than in the Northeast and North

Central regions.

. Accordmg to Table 5.1, dropout ratcs for all groups are h:gher in the urban centers
_than in suburban and rural areas. The differences are smaller for males than for females
and for white and H:spamc males than for black males. Rural dropout rates are higher

than suburban rates for black: and Hrspamc males but about equal to suburban rates for

. white males; rural ratés are equal to or lower than suburban rates for black and H:spamc

" females but substanually higher for white females.

o It turns out, however, that many of these differences in gross dropout rates cannot

be attributed to urban, suburban, or rural location per se (or to characteristics of
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urban, suburban, and rural environments) but are due, rather, to differences in the demo-
-graphic and socioeconomic characteristics of students who live in such places. This will
be brought out in thc dlscussxon of results from the multivariate analysis, below.

.Table 5.1

DROPOUT RATES IN RELATION TO REGION AND URBANICITY '
PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

: Fem——— Race/ethn1c1ty and Sex ——=-—-——- +
Locational or ‘ White .Black : Hispanic
Economic Factor . All Male Female Male Female WMale Female

A1l students combined 14.4 13.6 12.5 20.6 14.1 18.9 19.3

Geographic region

‘Northeast 11.9 10.8 8.3 24.0 19.5 16.1 20.5
" South : 16.6 16.9 15.8 18.9 10.7 21.4 18.9
~North Central -12.3 10.5  11.2 24.4 22.0 14.1 18.9

West ) 1605 18.1 15.0 . 17.6 9.6 19.6 ‘2005
Type of place ' o - | ,

Urban 18.1 15.7 1,5.3 24.4 16.6 20.6 26.2
. Suburban ‘ 12.8 13.4 10.8 l16.3 11.9 17.4 16.9
" Rural 14,3 13.0 13.8 19.1 11.¢9 19.4  15.3

Table 5.2

DROPOUT RATES BY REGION AND URBANICITY, PUBLIC SCHOOL
STUDENTS ALL RACE/ETHNIC GROUPS AND SEXES COMBINED

| 4+=--- Type of Place ==~—=+ ©-all
Region Urban  Suburban Rural , Places
Northeast 19.8 8.6 11.4 B 11.9
- South 17.3 -15.8 17.2 ' 16.6
North Central 19.6 2 10.3 10.7 ‘ 12.3
. West 14.6 16.9 : 17.0 o 16.5
Whole U.S. 18.1 12.8 . 14.3 14.4

ECONOMIC CONDITIONS

Among the major unresolved questions concerning mf luenccs on droppmg out are those
concerning effects of local economic condltxons--espccxally labor-market conditions--on

L students’ decisions to leave school. We made a special effort, described in Chapter II,

_to append place-specific economic variables to ‘the HS&B files so that such effects could
be mvesngated Even so, the data limitations are severe, and most of the variables that
should enter, in theory, into an analysis of economic influences on students’ decisions to
Teave school are unavailable. Conscquently, we are able to offer only exploratory find-
ings on whether the economic environment bears significantly on the rate of dropping out.

-
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Accordmg to the prevarlmg human caprtal model of demand for education, mdlvrduals
make their schooling (or nonschooling) decisions in p ft on the basis of .the expected
returns to alternative types and amounts of education”. Thus, decisions to drop out of
high school should be influenced by, among other things, the expected economic benefits
and costs of high school completron ‘More specif ically, holding constant such personal
“factors as family SES and ability, thé propensrty to drop out should be a function of the
' expected net returns to graduation, which, in turn, should be negativelv related to the
_expected earnings and the expected availability. of jObS f or hrgh school graduates and
‘mm_;_lx related to wage levels and employment prospects in fields open to dropouts.
Assuming further that the economic opportunities facing individuals are location-specific
(i.c., that mdrvrduals are less than perfectly mobrle), we would expect dropout rates to
vary among localrtres in relatxon to differences in local earnings and employment pros-
‘pects for persons who do and do not complete high school. (Note that such comparisons
should take into account the long -term, oor lifetime, wage and employment prospects f acing
dropouts and nondropouts not Just prospects durmg the period immediately f ollowmg
schooling.)

Unfortunately, data are not available that would allow us to quantify either actual
or expected rates of return to high- school graduation. In particular, the types of data
- that have'been obtained, or could reasonably have been obtained, for this study do not
',Adtstmgursh between the labor ‘market conditions f: acing high school graduates and those

fa acrng hrgh school dropouts ‘For cxample, we do not have separate indicators of local

e wages in Tow-skilled and }ugher-skxlled jObS, nor of unemployment rates or job avail-

vabxlxty in occupations hkely to be Open to htgh school dropouts. We are unable, there-
" foré, to construct even proxy measires of geograph;cally specific rates of return to high
" school graduatlon We haveé ‘only béen able’ to test for relationships between the dropout
‘raté and certain broad 1nd1cators of local economic conditions: per capita income, the
'_"wage level (1n manuf acturxng), the overall unemployment rate, and the rate of employment
ygrowth This is not equivalent to testrng for effects of geographical variations in the
economic returns to hlgh school completion, and that is why we deem the exercise only a
‘prel_lmrnary éxamination of economic eff ects. ‘
Table 5.3 shows how dropout rates vary. (by race/ethnicity and sex) in relation to the
aforementroned ‘broad mdrcators of local economic conditions. Specifically, the in-
drcators are (l) county per capita personal income in 1980-81, (2) the average SMSA un-
employment rate ‘during 1980-81, (3) the SMSA employment growth rate between 1980 and 1982, _
- and (4) the average SMSA wage level in manuf? acturing in 1980-81. The SMSA has been chosen
“as the unit of analysxs for the three labor-market variables, unemployment, employment
growth and wage level, because labor-markets aré more likely to coincide with SMSAs than
“with mdrvrdual counties, “That is, an mdrvxdual ‘who hves or attends school in.one
_county of an SMSA is lrkely to seek employment throughout the whole metropolitan area, not
‘only wrthrn the county of schoolmg or residerice. The county has been chosen as the unit
- for measunng per caprta income because a county-level figure is ykely to approximate
more closely the per capita income of a student’s own’ community“. We have used 1980-81
. averages in most cases because most of the dropping out observable from the HS&B survey
data took place durrng that perrod (i.c., HS&B l‘ollow-up survey data were collected early
in 1982) In the case of employment growth however, we measured growth over the two-year
11980-82 period to provide greater stability than could be obtamed from growth-rate fig-
“ures for a single year.
' In general, Table 5.3 shows only weak and erratic assocratrogs, if any, between drop-
out rates and the SMSA-level anid county-level economic variables®. In the case of per
" ¢apita income, the only clear-cut relationship is that students from counties in the
_ lowest income quartrle drop out at a substantially higher rate than students from counties
_in the top income guartile. Even this result applies only to whites. No systematic
relattonshrp is drscermble for blacks, and for Hrspamcs, the relatxonshrp actually seems

to run in the opposite direction. The §M§A unemployment rate is unrelated to dropout
rates of whites, Hispanics, and students in’ general Black dropout rates do appear to be

-~
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positively related to the unemployment rate, but the multivariate results (d:scussed
below) indicate that this is mcrcly an artifact of the concentration of blacks in certain
geographical areas. There is a moderate positive association between the dropout rate and
SMSA employment growth, but when specific subgroups are examined, the pattern becomes
harder to discern. Although there is a theoretical basis for a positive rclatmnshnp--
namely, that droppmg out to find a job becomes more attractive relative to staying in _
~ school when cmployment is cxpandmg--lt is not clear that anything more is evidenced in
the table than the gcographxcal distribution of groups likely to drop out. Finally, there
is a negative relationship, for males only, between the overall dropout rate and the SMS_
'mﬂtﬁmw The fall-off in dropout rates occurs entirely between the first
_‘and second wage-levcl quarnlcs there is no systematxc or significant decline thereafter.
It is lxkely that the wage rate, in this case, is serving mainly as a proxy for the level

_ of income in each SMSA and hence that the negative relationship between wage level and

the drOpout rate is nothmg more than an echo of the negative relationship toper capita
income mentloned earlier. All these relatxonshxps are shaky, and as will be seen, most do

not hold ip when the SES and other personal background characteristics of students are
statistically controlled

Table 5.3

DROPOUT RATES IN RELATION TO LOCAL ECONOMIC CONDITIONS,
PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

: L hmmme—— Race/ethnlclty and Sex ------- +
" Locational or o ’ white Black Hispanic
Economic Factor All Male Female Male Female Male Female

County per capita income

First (lowest) quartile 16.2 15.8 15.6 20.9 14.7 17.8 14.1

Second ‘quartile _ 13.4 13.5 1l1.9 20.3 7.8 15.€¢ 19
Third quartile T 15.7 14.0 14.0 22.5 14.7 22.s5 23
Fourth (highest) quartile 12.7 11.8 9.6 19.0 15.3 18.6 19

SMSA unemployment rate - _
First (lowest) quartile 14.6 13.8 13.7 18.3 7.0 17.8 24

.1
.6
.6

.1
Second quartile 14.2 13.2 12.0 21.5 15.9 18.8 16.7
Third quartile 13.2 14.0 9.2 20.1 14.4 19.9 17.8

Fourth (highest) quartile 15.7 13.3 15.3 22.2 18.9 18.9 19

SMSA Employment growth rate a ) .
Firstv (lowest) quartile 13.5 13.2 12.9 -17.9 10.2 18.6 17

.6

.6 .0
Second quartile @ 14.0 11.2 11.1 23.6 20.4 19.4 13.7

Fourth (highest) quartile 16.6 16.7 14.8 17.0 10.2 21:1 22

SMSA manufacturlng wage

level | | : |

First (lowest) quartile 16.4 16.5 12.8 23.4 14.4 21.0 "z
Second quartile ‘ 13.6 13.5 12.2 17.6 10.5 17.35 19
Third quartile : 3.2 10.8 12.3 19.7 14.9 19.C 20.
Fourth (hlghest) quartlle 14.3 - 13.9 12.9 18.6 18.4 16.9 19.
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FINDINGS FROM THE MULTIVARIATE ANALYSIS S ',
Using the previously described event-history methodology, we conducted a mult}variatc :
analysis of the effects of locational and economic variables on the dropout rate, hgldmg'
’student characteristics constant. The multivariate model is the same as that cited in
Chapter IV--that is, a model in which the explanatory variables include region, urban-
icity, local economic conditions, socioeconomic status variables, and the other family o
* background variables analyzed éarlier. We experimented wiih alternative forms of this
“model, allowing for diff erent combinations of, and interactions among, the locational and
~ économic factors. The results shown below (Table 5.4) are from the final, stripped down
version, from which statistically insignificant variables have been deleted. As before,
the table entries are dropout-rate ratios, representing the multiplicative factors by
‘which the dropout rates cliange in response to the specified changes in the explanatory
variables. Estimates are presented for the six separate race/ethnic and sex categories
and for all groups combined. . SRR ‘ '
_The results in Table 5.4 corroborate some, but by no means all, of the regional and
urbanicity effects detected in the descriptive analysis. The figures show that dropout
rates tend to be highér, other things being equal, in the South and West than in the other
- regions (Northeast and North Central) and higher also in urban places than in suburban and
_ rural places. But they show also that the urban effect is regional rather than national,
" applying in the Northeast and Northcentral states but almost "washing out” in the West and
South. To. illustrate, the entries in ‘the first column of the table--for all race/ethnic
groups and sexes combined--show that estimated dropout rates in the nonurban South and
West (holding personal characteristics constant) are;about 1.6 times as great as rates in
- the nonurban Northeastern and North Central regions; urban dropout rates are about 1.8
“times as great as nonurban rates in the latter two regions; but urban dropout rates in the
South and West are only 1.1 and 1,2 timeés greater, respectively, than the nonurban rates
in those regions. (The latter ratios are obtained by multiplying the national urban
factor, 1.76, by the region-urban interaction factors, .63 and .70 for the South and West,
‘respectively). Differences betweén the Northeast and Northcentral regions and betweén
' rural and suburban areas proved insignificant (disparities in gross dropout rates not-
- withstanding) and are not reflected in the table. . :
. The intertacial disparities in regional dropout patterns detected in the descriptive
-data analysis generally are detectable only in dilute form, if at all, when SES and other
background charactéristics of students are held constant. In particular, the aforemen-
tioned sharp reversal in gross dropout-rate patterns, wherein black females, contrary to
. white females, drop out at much lower rates in the South and West than elsewhere, is not
confirmed by the multivariate respits. Unlike white females, black females, according to
Table 5.4, do not drop out at higher rates in the South and West than elsewhere but
‘neither do they drop out at significantly lower rates. The event history estimates do
confirm, however, that being located in a northern urban area has a stronger positive ef-
fect on the black male dropout rate than on the rates for other groups. According to the
" multivariate model, urban black males in the Northeast and North Central regions are near-
~ 1y three times as likely not to complete school as one would infer from personal and fam-
. ily background characteristics alone. SRR : o
. The multivariate analysis provides even less evidence than the descriptive analysis
of effects of local economic conditions on the dropout rate. Three of the four economic
indicators treated in the descriptive data analysis, the SMSA unemployment rate, the manu-
facturing wage level, and per capita income were found to have no statistically signifi-
_cant effects in any version of the model or for any group. The final economic variable,
~.the SMSA employment growth rate, has no statistically significant relationship to the
dropout rate for students in general but does have a strong negative association with the
rate for black males in particular. That is, black males are estimated to drop out at
-only a small fraction of their average rate in SMSAs where the employment growth rate is
high. We have no explanation for this seemingly anomalous estimate. )

o
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. Table 5.4

ESTIMATED EFFECTS OF SELECTED. LOCATIONAL AND ECONOMIC
VARIABLES ON RELATIVE DROPOUT RATES,
PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

‘ o +----—--¥- Race/ethn1c1ty and Sex —=-—=—---
Variable and SR White? Black Hispanic
Basis for Comparison All Male Female Male Female Male Female
Geographic regionP : : ' ‘ o
South ' . 1063* 1-72* 1.62* 1053 ' 1004 1-68 1.41
West ‘ - 1.57% 1.58% 1.77*% 1.63 .63, 1.58  1.10
Urbanicity® o o
Urban . 1.76% 1.66% 1.44*% 2.,95*% 1.56 1.00 1.03
- Region-urban interaction? : '
Urban_south . 63* 3 84 091 039* 057 . 61 1- 24
Economic factors
County per capita income ‘ _
(additional $1, 000) 1.00 1.00 1.00 1.00 1.00 1.00 1.00
SMSA employment growth ‘ A :
rate (additional per- :
centage point) .70 1.03 .72 .05% 1,06 1.68 .95%

Note: Estimates followed by * are significantly different from
’ 1.00 at least at the .10 level of probability.
aThere is no white total model described in this table. The
separate models for white males and white females should not be
compared or consolidated.
Prhe basis of comparlson for the regional dummy variables is the
average dropout rate in the comblned Northeast and North Central
reglons.
SThe basis of comparlson for the urban dummy variable is the
. ,average dropout rate in suburban and rural places.
dThe basis of comparlson for the interaction terms is the average

dropout rate in nonurban places in the Northeast and North Central
regions. _

CONCLUSIONS

The multivariate analysis confirms that there are locational variations in dropout
_rates, over and above those that can be accounted for by interarea differences in the per-
sonal and family backgrounds of students. Other things being equal, dropout rates are
vgencrally hxgher in the South and West than in the Northeastern and North Central regions
and higher in urban than in rural or suburban places. However, the locational effects are
not the same for all groups. White females drop out at sxgnxfxcantly higher rates in the
:.South and West, while black f ¢males do not. Being located in an urban aréa increases the
probability of droppmg out only modestly in the South and West but more sharply in the
Northcastcrn and North Central states. In particular, black males in northern urban cen-
ters are at an cspccxally high risk of not completing school.

-
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Neither the descnptlve nor the multivariate analysxs mdxcates a systematic rela- '
tionship between local economic conditions and dropping out. However, the analysis is in-
“conclusive because of the limitations of the data. The available indicators do not
reflect interarea diff erentials in the relative economic ‘opportunities available to high
~ school graduates and. high school dropouts and do not provide even rough indicators of
" local dxfferentxals in rates of return to high school graduation. Consequently, we have
not been able to test the human capltal hypothesis that dropout rates should vary accord-
ing to the cxpected economic returns to ‘completing school. A definitive test would re- -
"quire much more detaxled mformatmn on relative wages and employment opportunities in
different occupations and/or for workers at diff erent age, experience, and skill levels,

T

Footnotes:

1.  The classic human capital reference is Becker‘(1975)>. An article that applies human
' capital theory specifically to dropouts is Hill‘(l979) :

2. Note that the county whose charactenstxcs are associated Wlth each student is that
in which the student last attended }ugh school. This is not necessarily the same as
, the county in’ ‘which the student attended school at the time of the HS&B base-year
v survey, nor is it necessar:ly the same as the student’s county of residence at the
time of either the base-year or the follow-up survey. Note also that students whose
schools are niot located in SMSAs have been assigned labor-market characterxstxcs
equal to the statewide averages for all non-SMSA counties.

3.  For the purpose of thlS analysis, counties or SMSAs were grouped mto quartiles ac-
. cording to their rankings on each of the economic variables in questxon Only the
. 900 or so ‘counties represented in the HS&B data base (those containing HS&B sample
~ schools) were consxdered in defmmg these quarnles Thus, the counties assigned to
o a partxcular quartxle in this analysm would not necessarily fall into the same quar-
 tile if ‘all 3,100 counties in the nation were considered.
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V1. DROPOUT RATES IN RELATION TO EDUCATIONAL
EXPERIENCES AND SCHOOL FACTORS

The relationships of school factors and educational experiences to droppmg out are
_ - matters of intense policy interest. Attributes of schools, unlike many other influences
on droppmg out, may be susceptxble to dxrect manipulation by education authorities.
. :Thus, if certain characteristics of schools were shown to encourage or discourage dropping
-~ out, pohc1es could be changed to make the favorable conditions more prevalent. Educa-
,tmnal experxence factors, such as student progress and performance, are not directly man-
ipulable, but knowing how they relate to the dropout rate can help authorities to identify
" students at risk and to target dropout prevention efforts. In this chapter, we focus

first on the performance and progress indicators and then on selected attrxbutes of
schools

EDUCATIONAL PROGRESS AND PERFORMANCE INDICATORS
" AS PREDICTORS OF DROPPING OUT

‘ It is hardly surprising that mdxcators of educational progress and perf ormance are
;_assocxated with droppmg out, but the strength of the relationship is impressive. More-
_' over, that the dropout rate is highly correlated with HS&B base-year (sophomore) perfor-
“mance indicators suggests the potentxal usefulness of such indicators to provide early
. warning of youth at risk of not completing school. Table 6.1 presents the descriptive
data pertaining to two performance xndlcators, scores on the HS&B battery of "ability"

. tests. and self -reported ‘high school grades, and two indicators of progress through school,

whether a student was held back or repeated a grade and the student’s age at the beginning
of the 9th grade As in the previous descriptive data tables, we show the dropout rates
"~ associated with different values of thesé variables for all students combined and for stu-
,dents classified by race/ethnicity and sex.

Before discussing the results, a cautionary note is in order: These performance and
progress variables obviously cannot be interpreted as independent or exogenous influences
.on: dropping out. Poor performance and. slow progress through school are not "causes” of
dropping out but rather consequences of the same underlying forces as are responsible for
droppmg out. Thus, relationshlps to perf ormance and progress cannot be cited to "ex-
plain" dropping out; but since perf ormance and progress are measurable before dropping out
occurs, they can be used to predict droppmg out and to identify students at special risk.

ndi rs of dent Performanc

HS&B provxdes an assortment of performance indicators, including scores on the spe-
cial HS&B readmg, vocabulary, mathematics, and other subject-area tests, which were ad-’
ministered in conjunction with the base-year and follow-up surveys. Table 6.1 relates
: ;_‘dropout rates to two such mdxcators, the student’s "ability” quartile (a composite of

base-year and follow-up test scores) and the student’s self-reported high school grades.
: As one would ex.pect the dropout rate f alls off rapidly as test scores increase.
The dropout rate in the lowest ability quartile is 26.5 percent for all race/ethnic groups
and sexes combined and above 20 percent for each separate race/ethnicity-sex group; in the
highest abxhty quartile it’ is only 3.2 percent for all groups combined and below 5 per-
cent for all groups except black males. Thus, students in the lowest ability stratum are
eight times more likely to drop out, on average, than are students who score in the
highest ability quartile.

The relationship of droppmg out to self-reported hlgh school grades is even

tronger The probability of dropping out is minuscule (1.4 percent) for those who report
earning mainly A’s; modest (6.7 percent) for those who earn A’s and B’s or mainly B’s;
about average for those who receive B’s and C’s or mainly C’s; and sharply higher for

-
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recipients of C’s and D’s or worse,..Among students in the lowest grade bracket, less than.. | . |

D’s, it is an exceptional achievement to earn a high schoc! diploma.

. Table 6.1

" DROPOUT RATES IN RELATION TO SCHOOL PERFORMANCE,

PUBLIC HIGH $CHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

b m——— ‘Race/ethnicity and Sex

L L peeee-----Race/ethnicity and Sex —~——~e-- +
Performance White Black " Hispanic
Indicator All -~Male Female Male Female Male Female
All students combined 14.4 . 13.6 12.5 20.6 14.1 18.9 19.3
Ability test score = : _ :

- First (lowest) quartile 26.5 30.6 28.2 27.9 20.1 26.1 23.8
Second quartile l14.7 16.6 16.3 11.7 3.2 11.4 11.0
Third quartile . 7.8 8.8 6.6 8.7 5.4 6.6 15.0
Fourth (highest) quartile 3.2 3.8 2.4 8.3 4.6 2.4 4.4

High school grades . " '
Less than D's 82.9 '84.1 87.9 68.3 87.9 83.6 78.7
C's and D's 35.4 32.9 42.2 33.3 28.3 29.7 46.6
~B's and C's 14.3 12.9 14.7 17.7 12.4 16.4 14.8
. A's and B's 6.7 4.0 6.9 12.5 9.9 10.4 11.9
Mostly A's 1.4 1.5 1.0 0.8 4.7 3.7 1.0
Held back or repeated
a grade?
Yes 27.2 26.8 27.8 33.2 22.5 25.7 26.9
No 12.4 11.4 10.9 17.9 12.8 17.7 18.4
Age at start of 9th grad - : . :
-15=-1/2 or older v 42.1 42.6 43.9 48.6 48.4 32.6 42.3
- 15 or 15-1/4 23.7 21.8 24.9 29.1 21.9 24.4 25.4
14=-3/4 13.2 11.9 13.8 19.1 8.4 16.8 12.2
14-1/2 11.8 11.2 10.5 16.0 9.8 17.3 17.8
14~-1/4 9.9 8.8 9.8 11.6 9.8 12.9 12.2
14 8.5 7.4 7.9 7.6 8.5 11.8 17.8
. Under 14 - 92.0 12.1 8.0 4.3 6.1 10.6 10.8

Once again, there are some intergroup variations in patterns. The steepness of the

decline in the dropout rate with increasing ability is generally greater for females than

- for ‘males (although this does not hold for Hispanics). Specifically, female dropout
rates, while lower than male rates at all ability levels, are relatively more so in the

higher ability quartiles. The association between low grades and dropping out is evi-

'denced. in the data for both sexes, but there is an interesting difference between the male
- .and female patterns: in all grade categories except the highest ("mostly A’s"), females

drop out more frequently than males. This means that the overall male dropout rate is

higher than the female rate not because males with given grades are more likely to drop

out but Because' of the higher concentrations of females than males in the higher grade

brackets“.
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There are also some interracial diff erences in the relationships of droppmg out to .
test scores and grades.  Whereas white and Hispanic dropout rates are lower in each suc-
cessively higher "ability” quartile, the 1mprovement for blacks occurs mainly between the
first and second ‘quartiles. For black females, in particular, dropout rates are more or
Iess unif ormly low from the seécond quartile on. For black males, being in the top ability
quartile is not associated with the low dropout rates found among high-ability members of
other groups. The relationship between grades and dropping out is strong for all
' race/ethmcxty groups but somewhat less so for minorities than for whites. In particular,
dropout rates f,’all of f more rapxdly for whites than for other groups in the two hxghest
grade brackets”. Perhaps the most interesting aspect of the interracial comparison,

. however, is that in the three lowest abxlxty quartiles, whites drop out at hlgher rates

" than blacks. The hrgher overall dropout rate for blacks than for whites is due primarily,
therefore, not to higher dropout rates for blacks than for whites of comparable ablhty
but rather to the low representatton of blacks in the higher abrhty strata,

'Iggigatg rs of Prggrgssrgn through §chggl

Table 6.1 also demonstrates a strong relattonslup between droppmg out and failing to
progress through the pre-hrgh school grades at a normal rate, The dropout rate is more
‘than twice as high among the 14 percent of students who have been held back or repeated a |
grade as among the remaining 86 percent of students who have not. This ratio is about the
same for males as for fémales, but it is hlgher for whites than for blacks and higher for
blacks than for Hispanics. That is, the sensmvxty of the dropout rate to repeating a
grade is greatest for whites, next greatest for blacks, and lowest for Hispanics.

Similarly, entering high school at a higher-than-normal age is associated with a high
* probability of dropping out. The typical age of entry to 9th grade is 14 to 15. Compared

with students who are 14-1/2 when they enter, those in the 15 to 15-1/4 age range are
twice as likely, and those 15-1/2 and older more than three times as likely, to drop out.
~ This’ pattern holds for both sexes and for whites, blacks, and Hispanics, although less

' strongly for Hlspamcs than for the other groups. ‘

_Although the earlier cautionary remark about "correlation, not causatron applies to
mdlcators of grade progressxon as well as mdxcators of academic perf ormance, its force
is diminished in the former instance by the tlmmg of grade retention. That is, since
most such retention takes place in the elementary grades, having been retained is a condi-

. tion that students bnng with them to high school. Unlike low test scores, it cannot be
, labeled a concommitant outcome, along with dropping out, of influences operating during
~ the student’s hxgh school years. Although this still leaves room for "underlying"® deter-
'minants of both carly grade retention and later dropping out, it suggests that grade re-

tention has a more nearly 1ndependent status than performance as a determinant of failure
to complete school.

SCHOOL FACTORS

Although there is great interest in school factors that contribute to or deter drop-
ping out, we have been able only to skrm the surface of that subject. The HS&B surveys
' provrde data on relanvely few of the potentially relevant school factors. Among the im-
portant missing items are quahty-related characteristics of teachers, such as teachers’
_educational backgrounds, experience, and verbal and other abilities; data on the instruc-
tional processes in dif ferent high schools (e.g., data on "time on task"); and data on at-

_ trxblatcs of "school climate™ of the type cited in the recent "eff ective schools" litera- |
‘ture”. HS&B does provide some information on school offerings, such as indications of
whether partxcular special programs are available in each school. However, it is very

difficult to analyze the effects of program off erings on droppmg out because of self-
-selection and simultaneity problems, and doing so would require additional data--e.g., on

¥
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the .sgvetity of individual student’s special needs--that are not included in the HS&B .  *..
- files”. ol s S S -
We have been able to analyze relationships of dropping out to these school fa}c.tors:
“teacher-pupil ratio, school size (enrollment), composition of the student body (specifi-
cally, the percentages of enrollment that are black and disadvantaged), the teacher turn-
" over rate, and whether a competency test is required for graduation. In addition, because
_of the considérable policy interest in the issue, wé present data on the relationship bet-
“ween the program in which a student is enrolled--academic, vocational, or general--and the
frequency of dropping out. Table 6.2 presents descriptive data on the relationships of
~ dropout rates to some of these variables; the remaining variables are not included in the
' gross dropout-rate comparisons but do figure in the multivariate analysis. X
lationshi ors to Gross Dr (
Teacher-Pupil Ratio. The principal indicator available from HS&B of the instruction-
. al resources applied to each student is the number of teachers per pupil in average daily
- membership (ADM). Schools have been grouped into quartiles according to this variable and
the dropout rates for ‘each quartile are shown in Tablé 6.2. As can be seen, the dropout
_rate declines moderately as the teacher/pupil ratio increases. Dropout rates among
" schools in the highest teacher/pupil quartile are less than two-thirds as great as those
of schools in the Jowest quartile. It does not necessarily follow, however, that low ,
dropout rates are due to high teacher/pupil ratios or that raising the ratios would cause
the rates to fall. An alternative explanation is that schools with high staffing ratios
tend to have'd"tﬁgr charatcteristics associated with 16w dropout rates, such as higher

income and SES®. Whether the teacher/pupil ratio has an independent eff ect can be deter-

- . 'mined only wheén such other factors are controlled. ‘

- Rercent of Fnrollment Black. The make-up of the student body is a factor that may
.affect Various dimensions of performance, including the dropout rate (this is the well-
known "péer effect” on performance). One frequently used indicator of school composition
 is the percentage of enrollment black.. (A preferable alternative indicator, the average
SES level of the students in the school, is not available in the HS&B data.) Table 6.2
shows how dropout rates vary as the percentage black increases.
- Although the overall relationship is positive--the dropout rate increases with the
- percentige of enrollment black--the pattern varies by race/ethnicity and sex. It is
stronger for females (blacks included) than for males. Among white males, the only clear-
-cut effect is the lower dropout rate in the less-than-10-percent black schools than in the
other é‘at’c‘g_?ri’ifz_s, The black male group is the only one for which no pattern at all is
discernible’. One might expect that thé percentage of enrollment black would be a proxy

o for concentrations of low-income, low-SES students and consequently would be strongly and

positively associated with the dropout rate. That this does not occur is an indication
that the relationship between race/ethnicity and the SES factors is a complex one and that
- -a.careful multivariaté analysis is needed to disentangle it.
"~ Competency Testing, An issue of special current interest is the effect on education-
-al outcomes, including the dropout rate, of requiring students to pass a competency test
" to graduate. Both the base-year and follow-up HS&B school surveys asked whether such a
‘requirement was in effect. The dropout rates associated with "yes” and "no" responses in
- the follow-up year are shown in the table. The overall dropout rate is higher by a small
amount among students who attended high schools that required-competency tests but sig-
~'nificantly so only for white males and Hispanics. Even for the latter groups, however, it
is incorrect.to infer that imposing a competency test requirement causes students to drop -
out, since schools with and without such requirements may differ in other attributes re-
lated to dropping out as well. In fact, as will be seen below, the competency test effect
vanishes when student backgrounds and other factors are taken into account.
S chool Program. Considerable interest has been expressed in how the student’s
choite of, or assignment to, a particular high school program affects educational
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nutcomes, including dropping out. In particular, there has been debate o.vcr'whcther en-
rollment in a vocational education program increases or diminishes the likelihood of drop-
ping out. According to the last set of entries in Table 6.2, students who report that
they were enrolled in vocational programs in their sophomore years drop out at more than
" three times the rate of students who were enrolled in ,acjadcmic programs and at a slightly
s

higher rate than students enrolled in general program

. The same pattern holds for males

and females and for blacks and whites but not for Hispanics, for whom the interprogram

differences are considerably smaller.

" Table 6.2

: - N » X :
DROPOUT RATES IN REIATION TO SCHOOL AND PROGRAM CHARACTERISTICS,

PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX
o ' (Dropout Rates in Percent)

+----- Race/ethnicity and Sex

________ +
School or Program ' White Black Hispanic
Characteristic "~ 2All Male Female Male Female Male Female
All students combined l14.4 13.6 12.5 20.6 14.1 18.9 19.3
Teacher-pupil ratio . L ‘ :

. First (lowest) quartile 15.5 14.7 ' 13.6 23.3 13.5 21.4 20.0
_Second quartile 13.8 12.8 1l1.4 19.4 15.5 17.1 20.1
Third quartile 13.0 12.8 11.3 19.8 14.9 13.0 14.4
Fourth (highest) quartile 8.9 7.7 10.2 a a a a

Percent of H.S. enrollment
black ‘ c :
Less than 10 percent =~ 12.8 12.7 11.4 22.0 11.7 16.7 17.9
10-30 percent 15.3 16.1 13.1 18.8 12.3 19.6 20.6
30-50 percent 18.1 14.5 21.6 14.9 15.6 28.5 19.1
50 percent or more 19.7 14.3 22.5 24.3 15.1 20.8 25.1
Competency test required
for graduation? ‘
Yes 7 : 15.8 15.4 13.1 21.1 13.1 21.4 21.4
No ' ' 13.8 13.0 12.5 20.4 12.5 16.8 17.6
High school program
(base year) ' : -
Academic o 5.8 5.4 4.3 7.7 6.7 15.0 14.4
Vocational - 19.7 20.0 15.6 28.3 19.3 22.4 19.4
General ' ' ‘ 16.6 14.9 17.0 22.1 14.3 17.2 19.9

8sample size too small to estimate a dropout rate.

But confirming that vocational students are more likely than academic students to
~ drop out does nothing to resolve the long-running debate over the effect of vocational
“education on school completion. It has been argued that students with little ability or
interest in academic work would drop out at even higher rates if the vocational option
were not available. It is not possible to confirm or refute this contention without an

-
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analysrs that allows explxextly for assrgnment or self—selectxon of students mto the var- \
ious programs--a task beyond the scope of the present study i .v..’.’a - -

fr Multiv nl i

To examme the m_t ef f ects of school factors on droppmg out we estimated multi-
. variate event history equatxons in which the independent variables include the aforemen-
' ttoned school varrables, the- personal and f amily background characteristics of students -
and the Iocauona] and economic variables. The estimates of the effects of school factors
‘are shown in Table 6.3. Agaxn, as in prevmus tables of this type, the table entries are
dropout-rate ratxos, or relative dropout rates.” For example, the entries under "teacher-
o pupll ratio” represent the factors by which dropout rates are reduced in response to each
' unit increment in the number of teachers per l 000 pupils.

'Tablé"s‘a

ESTIMATED EFFECTS OF SELECTED SCHOOL CHARACTERISTICS
.. ON RELATIVE DROPOUT RATES, :
PUBLIC HiGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

| e R Race/ethnicity and Sex ==——==—=-i
Variable and -~ White : Black Hispanic
Basis for Comparison All Maie Female Male Female Male Female

- - - - — — = — —— S -

Teacher-pupil ratio

_(each additional teacher ‘ : S S

per 1,000 pupils) .« 1718 - +87 .74 . .02* 8.8 «04% 16,00
Percentage of students ‘ o : '

“black (each additional

percentage point) ~1.00 1.00 1.00 .99 .99 1.00 1.00

- Percentage of students

_ disadvantaged (each

" additional percentage 3 R :

point) : -~ 1.00 1.00 ~1.00 1.01 1.01*% 11.00 1.00

Teacher turnover rate : o :

(each additional per- ' : ' ' )
- centage p01nt) . 0 1.01* 1.01 1.01 1.02 1.01 .57 1.00

High school size (each o o ‘ '
additional 1,000

students enrolled) : 1.18* 1.31*% 1.25*% ,97 .96 1.17  1.42
Minimum competency test ‘

required??@ o : ‘ .
Yes, both 1980 and 1982 .91 «93 .92 .86 .87 .94 .83
Change from 1980 to 1982 .89 .96 .87 . .68 .89 .88 1.24

Note: Estimates followed by * are s:.gm.flcantly different from 1.0
at least at the .10 level of probability.

QThe presence of a minimum competency test requlrement is
represénted by two dummy variables. The first indicates whether
there was a requlrement in both the HS&B base year and the follow-
up year; the second indicates whether there was a change in the
requirement between the two years (a "yes" to the latter generally

signifies that a requirement was. added between the base year and
the follcw-up year) .
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In general, even the weak relationships detected in the descriptive ana1y51s are

- » 2ot confirmed-when one controls for nonschool factors. The estimated coefficients

(ratios) for the :saucher-pupil ratio, although less than one, are not significantly so,

failing to support the finding that a higher staffing ratio reduces dropping out. Neither

the percentage of students black nor the percentage classified as disadvantaged is associ-
ated with any difference in the dropout rate. Requiring a minimum competency test for
graduatxon which was found to be associated with a higher dropout rate in the descriptive

.analysis, is associated with a lower rate when other factors are held constant but the
" estimated coefficients are not signifi icantly different from L.0.

_ The only two variables that show any significant effects on the overall dropout rate
are teacher turnover and high school.size. A higher teacher turnover rate is associated
thh a higher rate of droppmg out, as one might expect, but the estimated dropout-rate
ratio is only 1 .01, mdxcatmg a one-percent increment in the dropout rate f or each one-
percent mcremcnt in turnovér. Largcr school size is associated with substantially higher
dropping out--for example, an estimated 18-percent higher rate in high schools with 2,000
’pupxls than in hxgh schools with 1,000 pupils. However, it may well be that the school
size factor is serving as a proxy for characteristics other than size per s¢ (possxbly in-

“cluding characteristics of the student body) that are more frequently found in larger high
~ schools.

There are a few anomalous results in the equations f or particular groups of students,
notably the extremely low and ‘highly significant coefficients of the teacher-pupil ratio
variable in the equauons for black and Hispanic males. Taken literally, these would
1mply that increases in the teacher-pupil ratio could reduce dropout rates for these
groups to a tiny fraction of their actual valucs but almost certainly, these extreme

© coeffi icients reflect otlier differences between high-teacher-pupil-ratio and low-teachcr-
" pupil-ratio schools than serve blacks and Hispanics.

CONCLUSIONS

We have f ound little evidence that school variables af fect dropout rates Of the

.vanables we tested, only school size (enrollment) and the teacher turnover rate show sig-

nificant effects in a multlvanate model with personal and other background factors con-
trolled. However, many :mportant school factors were not represented in our data set, and
it would be incorrect to infer from our limited analysis that school attributes are not

" important determinants of the dropout rate. In particular, we believe that the effects of

teacher attrlbutcs, charactcnstlcs of the instructional process, and "school climate” all
need to be brought into the analysis bef ore conclusions are reached about the potential
effects of educational treatments on the incidence of dropping out. "

‘We have shown that dropout rates are strongly related to indicators of educational

,performance and progress through school, and we believe that this information can be put
_to practical use. Thc fact that 1mpaxrcd progress at an early stage in the school career

(e 8., repeating a year in elcmentary school) correlates strongly with droppmg out sug-
gests that it may be f easible to dcvelop early warning systems for identifying children at

_risk of not completing school. (It is likely that pre-high school grades and test scores
~would also cortelate strongly with dropping out, although we were only able to confirm the
- relationship to high school gradcs and test scores with the HS&B data.) A logical next

step would be to determine which combinations of personal, perf ormance, and progress indi-

cators best predict dropping out, so that practxcal methods of targeting dropout preven-
tion efforts can be established.
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FootnoteS'

6.

7.

.

: "Abxhty s the labe! attached by NORC to'a composxte of performance scores on read-

ing, vocabulary, and mathematics tests. The ability score reflected in Table 6.1 is
an equal-wexghted average of the standardxzed scores on these tests in both the base
year and follow-up year--i.e., an average of six test scores (or as many aré nonmiss-

: ‘mg) for each student. The h:gh school grades shown in Table 6.1 are those reported
in response to the: questron,‘ "Which of ‘the following best describes your grades so

far in high school? _Mostly A (a numerical average of 90-100); about half A and half
‘B (85-89); Mostly B (80 84) ..." (Responses have been consolidated--¢.g., by com-

bining "half A and half B" thh mostly B" to reduce the number of entnes in the
table.) L )

To be specifi ic, 48. 9 percent of female students report themselves in the A or A/B
categories, as compared with only 34.9 percent of males

The dropout rate is extrcmely low among black males wrth mostly A’st but there are

very few observatxons in this category and the estxmate 1s unreliable.

For reviews of this hterature and summaries of f mdmgs see Cohen (1983) and Purkey
and Smith (1983).

For example, the availability of a bllxngual program ina hxgh school appears to be
_‘vposmvely related to that school’s. dropout rate in a simple cross-tabulation or cor-

‘relation anaIys:s, not becausc such programs induce students to drop out but because

ljthey tend to be offered in SChools where lxmrted-Enghsh-prof:crent (LEP) students

are concentrated and hence ‘where the dropout great is likely to be relatively high.
Thus, to. arrive at a reasonable assessment of the effect of a bilingual program on

the dropout rate, one must be able to control for the LEP concentration in each

school. Moregver, even wuhm a 'schiool, partxcxpants in a bilingual program may be
found to drop out at hlgher rates than nonpartxcxpatmg LEP students--again, not be-

" ffcausc the program causes dropping out but because students with the most severe

"problems are lxkely to be selected ‘as participants. To avoid biased and misleading
‘estimates. of program effects on droppmg out, one would have to model the selection

or self-seléction process itself, but that is'a very difficult task and f ar beyond
the scope of the present study. -

Because the teacher/pupil ratio quartxles have been def ined for schools rather than
pupxls, and without wexghtmg for the number of pupils in each school, the higher ,
quarthes contain relat:vely few pup:ls and probably consist in large part of small

high schools. A diff erent picture might be obtained from a breakdown based on pupils
rather than schools.

- The apparent U-shaped pattern f or black males--h:gher dropout rates in sehools with
the lowest and highest percentages black--is suggestxve ‘but the number of black

males in the less-than-lo-percent black schools is too small to establish that such a
pattern actually exists.

s2. .
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«* 8. The differences in dropout rates become much larger whcn students are classified ac-
‘cording to the program in which they were enrolled in their senior years (or, in the
case of dropouts, at the time they last attended school). According to the senior-
_year classification, the rates are 3.4 percent, 21.7 percent, and 15.9 percent,

' rcspcctwely, for students in thc academxc, general, and vocational programs. Note
that seniors in the general program are more likely to drop out than seniors in the
. vocanonal program reversing the order among those enrolled in gcneral and vocation-
: _.__al programs in their sophomore year. This suggests that by the senior year the
" general program has bécome a refuge for students with no particular educational goals
and hence with high probabilities of dropping out.

53
Eg

e Bedws o s i e e e



VII DROPPING OUT IN RELATION TO OTHER STUDENT
‘ BEHAVIORS AND CHOICES

In thrs chapter we examme the rclauonshxps bctween dropout rates and selected. in-
dicators of students’ social behavxors and choxces :

0  Whether the student worked for pay whxle in hlgh school and 1f so, f or how many
: hours per week; . - v SR . R o Lk -

0 Whether the student marned had a chxld or both and

X

0 Whether the student had. drscrphnary problems in school or trouble with the law.

These variables, like the educational perf ormance variables considered in Chapter VI, are
obviously all endogenous and cannot be construed as independent causes of f ailure to com-
plete school. Almost surely, they are inf luenced by the same undcrlymg factors as in-

f luence the dropout rate itself. Agam however ‘the behaviors in question, like low

school perf ormance, can serve as early warning mdlcators of danger of dropping out.

RELATIONSHIPS TO GROSS DROPOUT RATES

The relatxonshrps of these behavioral variables; to gross dropout rates are shown in
Table 7.1. Once again, results are presented for the sxx race/ethnic-sex groups and for

all groups combined. The principal findings concerning the individual behavioral vari-
ables are as follows:

Working While in School

, Whether workmg while in hrgh school advcrsely af f ects educational outcomes, includ-
ing dropping out, is a question of. recurring policy interest. The first set of entries in
‘Table 7.1 demonstrates that students who work generally drop out at higher rates than stu-
dents who do not. However, when the data are drsaggregated by sex and race/ethnicity, it -
becomes clear that more than a clear-cut posmve ‘effect is involved. The relationship
“between’ workmg and droppmg out, though significantly positive for all males and for
j_,black females, is negative for white and Hispanic females. In part, the reversal may stem
from differences in the’ numbcrs of hours ‘worked per week, on average, by males and fe-
‘males. This point is taken up below In addmon, one can speculate that work for pay

may have a drffercnt meaning for males than for females: for the former, it may often be
viewed as an alternative to schoohng, while for the latter it may sometimes signify
career onentanon--an attitude presumably ncgatlvely related to dropping out. To go be-
yond speculation, however, would require a more detailed analysis of the characteristics
‘of males and females who work while attending school.

: The second set of table entries shows that the dropout rate for students who work is
generally higher among. thosé who work more hours per week. Taking all race/ethnic groups
~ and sexes together, students who report working 1 to 14 hours per week drop out at no
hlgher a rate than students who do not work at all, whereas the rate is about 50 percent
"higher for those who work . 15to 21 ‘hours per week and 100 percent higher for those who
“work 22 hours per week or more. Both males and females are more likely to drop out if-
they work Jonger hours, but the percentage of working females who work long hours (15 or
more hours per week) is much smaller than the corresponding percentage of working males®.
Consequently, the hours-worked factor alone may account for much of the male-female dif-
ference in the relationship between working for pay and dropping out. (That factor cannot
explain, however, why males who work 1 to 14 hours per week drop out more frequently than

%
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malcs who do not work, while females in the 1-14 hour per week group drop out at lowcr

» rates than nonworking f cmales)

Table 7.1

DROPOUT RATES IN RELATION TO STUDENT BEHAVIORS AND CHOICES,

" PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX

Behavioral
Indicator

White

Race/ethnicity and Sex

Black

Hispanic
All 'Male Female Male Female Male Female

All sﬁudents combined

14.4 13.6 12.5 20.6 14.1 '18.9 ©19.3
Worked for pay while
in school? : :
-Yes ~’ 15.7 16.9 11.1 27.5 16.6 21.8 18.5
No 13.3 10.6 13.7 16.9 12.7 l6.2 19.6
Hours worked per week , ‘
22 or more 22.5 20.7 23.6 29.5 14.0 26.2 22.1
15 - 21 17.6 13.4 20.5 18.5 9.6 22.9 33.3
1 - 14 11.1 10.5 9.1 18.6 15.6 13.5 1l6.1
None 11.5 9.4; 10.7 13.5 11.8 18.9 19.3
Marital and parenting
- status
Married, with children 74.8 69.9 75.7 a a a 70.9
Unmarried, children 45.3 37.4 61.1  a 39.6 a 72.0
Married, no children 59.3 55.5 59.5 a a a 52.7
Unmarried, no children 11.2 12.6 7.3 21.8 9.4 18.4 10.4
Antisocial behavior
Disciplinary problems? - . : ‘
Yes : 28.0 27.8 27.5 30.9 24.3 26.9 33.4
No 10.0 8.6 9.7 13.5 10.0 14.7 13.7
Suspended or probation? .
Yes 32.7 31.3 35.4 36.1 25.9 29.4 38.6
No , 10.7 9.6 9.9 13.2 11.3 15.2 15.2
Serious trouble with law? o : o
Yes ' 32.6 31.0 27.1 52.6 29.5 34.6 35.9
No 13.4 11.7 12.2 19.7 14.3 18.0 18.7

3sample size too small to estimate a

dropout rate.

The relatxonshlp between weekly hours worked and the dropout rate varies somewhat
among groups. It is most pronounced among white females and nonexistent among black fe-
males, with the other groups f alling in between. For black males, dropout rates differ

_' sxgmf icantly only bétween those who work more or fewer than 22 hours per week; for His-
'pamc ‘males, 15 hours per week is ‘the relcvant dividing line. There also appear to be in-
tergroup differences in the effect of workmg a moderate amount versus not working at all.
For whites and Hispanics, there dre only small and generally insignificant differences in

- dropout rates between those who report 1 to 14 hours of work per week and those who report

.
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none. For blacks, however, or at least black males any amount of work seems to be as- "
sociated with a higher dropout rate. R ) . o o !

ri hi in

There has been much concern recently w1th the consequences of teenage sexual ac-
tivity, pregnancy, parenting, and household f ormation, specifically including the effects

of those’ behavrors on continuation in school. The HS&B data do not cover sexual activity
" “or pregnancy but do allow us to look at the assocxatxon between marriage and chxldbearmg
and the frequency of dropping out.

“The "marital and parenting status" entries in Table 7.1 show that dropout rates are
dramatxcally ‘higher among students who reported being married, having children, or both at
the time of the first follow-up survey than among the rest of the student population. -
Marrxed students, male and female alike, drop out at nearly a 60 percent rate; females and

males with children ‘drop out at rates of about 50 and 30 percent, respectively; and those
" who are both married. and have chrldren drop out at an extraordinary 75 percent rate. Al-
though fewer than 5 percent of respondents report that they either are married or have
children, those who say | yes to either question leave school at such a high rate that
they aécount for over 22 percent of all ‘dropouts. Of all the female dropouts in the HS&B
sample, over 40 percent said they were marrred or had chrldren at the time of the f ollow-
up survey. :

The numbers of married respondents and respondents with chrldren are too small, un-
fortunately, to permit an analysxs of rac:al differences in the association of these char-
acteristics with droppmg out. There is an 1nd1catron that black females who are not mar-
ried but have children are less, hker to leave school than are white females in the same
* situation; but there are too few cases for that difference to be statistically srgmf— "

Cicant. It appears that a more specralrzed survey, aimed specifically at marriage, child-
bearing, and related issues, would be needed to obtain sufficiently detailed data on this
SUbJCCt

Unf ortunately, also, the HS&B survey provides no inf ormation on the closely related
_,questron of how pregnancy affects the dropout rate. This is an issue with important
‘policy implications for pregnancy prevention efforts and services to pregnant or parenting
adolescents We understand that proposals to include questxons about pregnancy and sexual
‘vbehavxor in the HS&B. surveys were reJected but that there is a possibility of coliecting
-‘such information retrospecnvely in future HS&B follow-ups. If so, this information would
“help to fill a sxgnrf icant gap in our present understanding of influences on droppmg out.

‘ “The cautronary notice about drawmg causal inferences may bear repeating in the
specific ‘context of the marnage ‘and chlldbearrng varrables Gettmg married and having
~ children, like many of the other variables drscussed in this and previous sections, are
endogenous vanables, llkely to be inf luenced by many of the same personal and environmen-
tal charactenstrcs as affect educatronal outcomes, including dropping out. To some stu-
jdents, leavrng school to form a household may seem a reasonable alternative to remaining
‘in an unrewardmg school environment; for others, marriage and childbearing may follow the
"decrsxon to drop out. In such cases, it cannot be said that marriage or childbirth
caused" the student to leave school. 1t would be no less plausible (but equally incom-
plete) to clarm the opposite. Whether mterventrons ‘aimed specifically at pregnancy or
parentmg, or at students’ decisions to marry before graduation, might reduce the dropout
‘rate is an entrrely dif ferent questxon, not addressable with the present HS&B data.
‘ Nevertheless, it is clear that for students strll attendmg high school, getting married

" or having a child is one of the strongest possxble srgnals that droppmg out may be im-
mmcnt :
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Antisocial Behaviors
‘ The final set of entries in Table 7. l depicts relatxonshlps between dropping out and
three mdxcators of antisocial behavior: having had disciplinary problems in school, _
havmg been suspended or placed on probation, and having been in "serious trouble with the
law." There isa remarkably uniform relationship between all three indicators and the

. dropout rate ‘Students who acknowledge having been in any one of the three kinds of

trouble are about three times more likely to be dropouts, on average, than students who do

not report such problems. The differences in dropout rates between the "yes" and " no"
responders are relatively umf orm among the race/ethmcxty-sex catcgones Both males and

females who have had dxsmplmary problems, beén suspended, or been in trouble with the
~ law'leave school at rates on the order of 30 percent, while those who do not report such

_experiences leave at rates of around 10 percent The association between antisocial be-

havior and droppmg out is sxmxlar for blacks and whites, but dropout rates for Hispanics

seem to be somewhat less correlated with such behavior than are the rates for the other
groups.

Having experxenced disciplinary problems, suspensions, or trouble with the law are,

- of course, not mdependent factors one ¢an cite to "explain” dropping out. In most cases,

they are undoubtedly concommitant symptoms, along 'with dropping out, of the student’s in-

..ability to function acceptably in the school and in the larger social environment. Never-

theless, a history of such behavior can be used, together with such indicators as low test
scores and poor grades, to 1dent1f y those most in need of dropout prevention efforts.

FINDINGS FROM THE MULTIVARIATE ANALYSIS

. Although these student behaviors and cho1ces are not independent variables, we have

/incorporated them into multwanate equatmns to determine whether they still appear

‘strOngly related to dropping out after personal characteristics and other factors are con-

“trolled. Specxf ically, we have fitted equations containing the three sets of behavior and

,choxce variables, personal and family background characteristics, environmental factors,

and school variables. The results pertaining to the behavior and choice variables are
shown in Table 7.2.

As can be seen, working while in school, marriage and childbearing, and antisocial
behavior continue to show strong relatxonshlps to the probability of dropping out even

.when the other factors are held constant. The connection between antisocial behavior and

) vdroppmg out is especially clear-cut and consxstent Each point on the three-point anti-

“‘social behavior s¢ale (one point each is given for disciplinary problems, suspension or
.probatlon and trouble with the law) multlphes the probability of dropping out by, on

average, a f actor. of 5.3. The multxpher falls in the range from 4 to 8 for all

_race/ethmcxty-sex groups and is always highly significant.

Working while-in school has a significantly positive relationship to dropping out but

'generally only if the amount of work exceeds 14 hours per week. The pos:tlve relationship -
shows.up clearly for whxte males and females and Hxspanxc males but is absent or less

clear-cut for the other groups. Black f emale drOpout rates appear not to be affected at -

‘all (the. estxmated effect on the dropout rate is negative but not significant), and black
‘males are adversely affected only if work amounts to more than 22 hours per week. Only

the white male dropout rate appears to be posmvely aff ected by working less than 15
hours per week.

Strong associations between marriage and chxldbearmg and droppmg out continue to be

- demonstrated when personal and other background factors are taken into account. Looking

at all groups combined, the probabxhty of dropping out is 4 times greater for married
than for unmarried females (6 times greater if there are also children) and twice as great

N for married than for unmarried males (4 times greater with children). Having children

without being marned is associated with a doubling of the female dropout rate but with a
statistically insignificant increase in the male rate.
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Table 7. 2

ESTIMATED EFFEC’I‘S OF CERTAIN STUDENT BEHAVIORS AND CHOICES
-7 ON RELATIVE 'DROPOUT RATES, 'EVENT HISTORY MODEL,
PUBLIC HIGH SCHOOL STUDENTS, BY RACE/ETHNICITY AND SEX-

' : +---—--— Race/ethnlclty and Sex - -
Variable and v “White - Black ‘ Hispanic

Basis for Comparison All Male Female Male Female Male Female
Hours worked per week P I E .

1-14 , S .,99 7 1,43% .89 1.08 1.18 699 . .63%

15-21 ;! 1.48% 1.77% 1.82*% 1.14 .68 ~ 2.67* 1.71%*

22 or more 1.54% 2,27*% 1.38% 2.51% .80 2.13% .79

,Marrlage/chlldbearlng L o ‘

Married, no children 1.35 8.90*% 1.27 12.2% 3.15% 10.9%*
Female = - 4.,11% 5
Male L 2.16% o :

Children, not marrled 1.87* 3.97*% 1.05 4.66*% .67  6.96%
Female 2.03* o |
Male 1.53 _

Married and chlldren j 4.27*% 14,9*% 2.67 12.5*% 4.70 9.82%
Female ‘ 5.98% i »

Male ‘ 4.42%

Antisocigl behavior SR .
(Index) : '  5.32% 6.42% 7.84* 3.64% 4.54% 4.32*% 3.73*

Note: estimates followed by * are signlflcantly different from 1.0
at least at the .10 level of probability. -
aSeparate dummy variables for males and females are included in
the equation for all groups combined.
Pihe index of antisocial activity is an equal-weighted index of
the dummy variables. for having dlsc1p11nary problems in school,

hav:.ng been suspended or placed on probatlon, and having been in
trouble with- the law.

-

Both marriage and chlld'bcarxng have cxtrcmcly strong associations with dropping out
by female students of all race/ethnic groups. Unmarried white females with children are
“dbout 4 tlmcs ‘more lxkcly to drop out than females without children, and the multipliers
are even larger for black and Hxspanxc females. Married female students, even without
chxldrcn, are 9to 12 times more lxkely not to complete school than their unmarried peers.
In companson, male dropout rates are much less affected. 'Having children, but not being
‘married, i§ assoc:atcd with a sxgmf icant rise in the white male rate; marriage, but not
'havmg children, is assocxatcd with a sxgmfwant increase in the Hispanic malc rate. The
effects on black malc rates are stansncally insignificant.
‘Once more, a warnmg about causal interpretations is in order. Even with pcrsonal

and other background characteristics held constant, the positive relationships of marriage
. and chxldbcarmg to dr0pp1ng out do not imply that the former cause the latter. The con-
"trols for other factors afe not nearly comprehensive enough to rule out common external
influences on the whole array of negative life outcomes. An in-depth analysis, examining
alternative paths of causahty and taking careful account of the timing of school and out-
of-school behaviors, is needed to sort out the connections among these variables,

-
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" CONCLUSIONS

The relationships found in the descnptlve data between droppmg out and certain stu-
dent behaviors and cho:ccs--workmg while in school marrying and having children, and be-
havxng antisocially in or out of school--are borne out by the multivariate analysis. The

association between indicators of antisocial bchavmr (dxsclplmary problems, suspension -

or probatlon and trouble with the Iaw) and faxhng to graduate is large and consistent
across groups. A substantial posmve assoc1at10n between working while in school and
droppmg out is confirmed for most groups but only when the amount of work is substantial
(more than 15 hours per week). Both chxldbearmg and marriage are associated with ex-

' traordmanly high rates of droppmg out among fcmales, and marriage has a significant
' -positive relatxonsh:p to. malc droppmg out as well.. Issues of causation have not been

resolved; and it candot be concluded that modif ymg these behaviors would, in and of it-

self, alter the dropout rate. Neverthelcss, the. persmtence of strong relationships even

when many student background factors and school factors-are held constant suggests that
such behavioral indicators have large roles to play in identif ymg potcntxal dropouts and

‘targetxng dropout prevention efforts.

Footnote:

1.  Approximately 47 percent of working males but only 30 percent of working females
report working 15 or more hours per week.
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