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Introduction

This report examines the potential of adaptive testing, two—stage testing in particular,
for improving the data quality of the National Assessment of Educational Progress
(NAEP). Following a discussion of the rationale for adaptive testing in assessment and a
review of previous studies of two—stage testing, this report describes a 1993 Ohio field
trial of two—stage assessment carried out, under the direction of the authors, by the
National Opinion Research Center (NORC). The trial was part of a larger
methodological study of science assessment at school-leaving age supported by the
National Science Foundation (NSF) and the Office of Educational Research and
Improvement (OERI). This report summarizes the instrument design, procedures, and
results of the field trial and discusses implications for the conduct of assessment
generally, and for NAEP specifically. A technical appendix outlines the measurement
justification for two design prototypes and describes procedures used in analyzing the
data.

The Place of Adaptive Testing in Educational Assessment

A fundamental result of classical test theory is that, apart from the effects of guessing,
dichotomously—scored test items supply the most information for measurement purposes
when the probability of the examinee responding correctly is exactly one—half.
Adaptive testing procedures use prior information about the examinee to choose test
items that satisfy this requirement as closely as possible, while also having a strong
relationship to the proficiency being measured. Such procedures require fewer items and
less administration time—one-half to one—third or even less—than a conventional test
with the same reliability. Different examinees will, of course, be presented by different
items, but modern item response theoretic (IRT) methods of analyzing the data make it
possible to estimate scores for the examinees comparably on the same proficiency scale.

The most efficient adaptive procedures, those requiring the fewest numbers of
items per examinee for a given level of reliability, make use of computerized selection
and presentation of items. Computerized adaptive testing (CAT) calculates a
provisional value for the proficiency of the examinee after the response to each item,
then chooses the next item from a set of highly discriminating items in the system’s
item pool that have near 50 percent probability of correct response at that value (see
Wainer, 1990; Bock and Mislevy, 1982; Owen, 1969). When a large enough item pool
is available, CAT applied in an unselected population of examinees can yield
efficiencies three or more times greater than a nonadaptive test constructed from the
same pool—that is, CAT can attain test reliabilities equal to that of a conventional test
with three or more times as many items. The technology of CAT is now well
developed: it is routinely available to college students taking the College Board
Graduate Record Examination, it is presently being implemented by the Department of
Defense for accessions testing with the Armed Services Vocational Aptitude Battery,
and is gaining use in business and industry for personnel selection.
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As computers become widely available in schools, the prospect of administering
NAEP by CAT becomes very attractive. In addition to reduced testing time, many
benefits to data quality would result. For example:

1. More flexible scheduling of testing: individual students can begin and end the
CAT session at any time.

2. More varied item displays: dynamic diagrams, photographs, voice and sound
via earphones, etc.

3. Less reliance on multiple—choice items: the student’s keyword response can be a
number, word, or several words that the computer’s scoring protocol will
classify as correct or incorrect.

4. Suppression of omitted items: a valid response is required for the next item
presentation and random responding is reduced because the difficulties of
the presented items are adjusted to the student’s capacity.

5. Better measurement precision, especially in the tails of the proficiency
distribution in the population of students.

6. Better motivation during the testing session: adaptive testing avoids presenting
discouragingly difficult items to the examinee or items so easy as to make the
test seem “dumbed down.”

7. Elimination of present NAEP procedures of conditioning on student background
characteristics in order to strengthen estimation of plausible scores: the
conditioning on provisional estimates of student proficiency within the
adaptive session is much stronger for this purpose than conditioning on
background characteristics.

Computerized adaptive testing, however, has some disadvantages. It precludes
the use of extended responses to problem solving exercises, essay questions, etc., which
cannot be scored on-line by the computer. These types of exercises would have to be
administered nonadaptively, perhaps in paper—and—pencil mode if diagrams,
constructions, or calculations are involved that cannot be handled on the screen. An
equally serious problem for CAT in assessment is the long development time required to
create an effective and robustly operating computerized test. An item pool containing a
large number of well-tested items is required, and the work of creating such pools will
be heavy when the range of proficiency to be covered is large and more than one
subject matter area is to be tested. To avoid the cost of preparing computer
presentations of items that are later rejected, much of the item field testing must be
carried out in paper—and—pencil mode. Further studies must then be conducted to adjust
for presentation—modality effects. Until computers in the school become more
standardized, especially in their keyboards and size and resolution of displays, similar
studies may be necessary to allow for equipment differences. For these reasons, group
administration of two—stage adaptive tests in paper—and—pencil mode could play an
important role in the transition to a fully developed computerized system. It might also
have a continuing place in occasional assessments of specialized subjects where the
development costs of CAT could not be justified.

In two—stage paper—and—pencil testing, a highly discriminating first—stage test is
administered to the examinee in order to classify him or her in one of several broad
levels of proficiency in the subject matter. Subsequently, a second—stage test with items
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optimized for measurement at the corresponding assigned level is administered to that
examinee. Information in item responses at both stages is then combined to obtain a
final best estimate of his or her proficiency. This method of testing can, on average,
estimate IRT scale scores with measurement precision equal to that of a conventional
test containing somewhere between two and three times as many items as the combined
first— and second-stage tests. Although not as efficient as fully adaptive computerized
testing, it is readily adaptable to present NAEP test administration procedures. It would
have some but not all of the advantages of CAT. Features 1 though 4 of the above list
would be lost, but 5, 6, and 7 would still be available in two—stage testing.

Two-stage also offers more flexibility in presenting constructed—response
exercises in the second—stage. To respond to an essay prompt in CAT, the examinee
would have to have adequate typing skills, or, to construct figures and diagrams, skills in
using the pointing device. For the most part, constructed-response exercises in CAT
would be suitable only for the older age groups tested by NAEP, whereas paper—and—
pencil exercises present no special problems for any of the groups. In either response
mode the artifact, whether a computer file or a written page, has to be read and rated at
a later time, as in current NAEP operations. Once the ratings are available, IRT scoring
procedures can utilize optimally the greater amount of information that graded scoring
conveys compared to correct—incorrect scoring.

In theory, since the graded rating scale categories extend over a range of
proficiency levels, graded scoring should reduce the need for adaptive testing. In
practice, however, presenting a task too difficult for the student often results in no
response at all or an off-topic response. For this reason, open—ended exercises, such as
annotated multiple—step exercises or essay questions, require pretesting for productivity
in the target population of test takers just as multiple—choice items require pretesting for
difficulty. Based on the pretest results, two—stage testing can then present examinees
with exercises that are likely to be response—productive.

An issue to be resolved in a NAEP application of two-stage testing is how the
test administration would be carried out. The feasibility studies discussed in this report
employed first— and second—stage test administrations separated by an interval of a
number of weeks to allow time for scoring the first stage and assigning examinees to
second—stage forms. Because it would require the testing teams to visit each school
twice, that approach would increase appreciably NAEP field costs. If improved data
quality and saving of processing time did not justify the increase, some way to conduct
both stages of testing on the same day would have to be found.

A possible solution is to have the teams administer the first—stage test during a
morning hour, then score the tests and assign the second—stage forms in time for a
second hour of testing in the afternoon. Assuming that the first—stage test contains only
multiple-choice items, which is typically the case, and considering that the number of
students tested for NAEP in each school is relatively small, the highly portable
equipment that is now available for scanning documents and computing test scores
should make this approach feasible. Only a notebook computer, with an attached
scanner and portable inkjet printer would be required. Special first—stage forms could be
prepared with detachable pages from which the scanner could read an optical character
ID number and detect the presence of marks in the answer spaces. The computer
driving the scanner would then immediately compute IRT scale scores for each
examinee, determine the appropriate second—stage form, and print a list of ID numbers
and assignments. The entire procedure should not require more than one hour’s work
on the part of the testing team.
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The Case for Credible Student—Level Scores in NAEP

Adaptive testing of achievement is geared to producing scores for individual students. It
is motivated and justified by its power to evaluate the examinee’s performance using
fewer numbers of items than conventional tests, but with comparable reliability.
Adopting CAT or two-stage testing would give NAEP the capability of producing
credible student—level scores without great increase in testing time or cost. It would,
however, significantly change the direction of the assessment as originally conceived by
the ECAPE (Exploratory Committee on Assessing the Progress of Education). NAEP
was planned as a sample survey of average achievement levels among children to be
reported only at the level of large national regions and demographic groups. Facing
opposition from education associations and the Congressional leadership to any form of
a national test, the committee members specifically excluded any use of the data that
would identify students, schools, communities, or states. Paradoxically, this turned out
to be advantageous from a measurement point of view because it permitted the test data
to be collected by matrix sampling—that is, by sampling students within schools and
administering to different students different small samples of test items drawn from
much larger sets representing the subject matter domains. When the results from the
brief tests are aggregated for large groups of respondents, the large numbers of items
represented in the assessment instrument gives the statistical summaries at the group
level a high degree of stability and generalizability (see Lord and Novick, 1968,

p. 252 ff.).

An indication of the gain in stability at the group level resulting from item
sampling is shown in Table 1, adapted from Table 1.1 in Bock and Zimowski (1989).
Based on school-level scores from the California Assessment Program, the table shows
correlations between sixth—grade average reading scores in two successive years from all
public schools having 200 or more sixth—grade students. The assessment instrument
consisted of 30 randomly parallel forms containing a total of 420 reading items. The
correlations in the table were computed from number—correct scores for matrix samples
of 50, 100, and 200 students and 85, 128, and 400 items. Apparent in the table are
substantial increases in year—to—year stability of the school scores with increasing
numbers of items in the instrument, as well as similar increases with the numbers of
students sampled per school. These coefficients are, of course, only lower bounds on the
true generalizability of the school scores: they are attenuated by the real variability in
the standings of the schools from one year to another. The gains with increased sample
sizes are, however, accurately reflected. They corroborate results of matrix sampling
theory showing that large samples of items in the assessment instrument are just as
important for data quality as large numbers of respondents surveyed.
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Table 1— Effect of sampling students and items on year-to-year correlations of sixth-grade
mean reading scores in California schools
Number of ltems in Matrix Sample

85 128 400
Number of Students
Sampled per Grade

50 .59 13 19

100 .67 18 .88

200 76 .81 93

Because year-to—year changes in national and state mean scores are small,
rigorous stability at high levels of aggregation is essential for statistics used in analyzing
assessment trends. Error variation arising from both the sampling of items and the
sampling of students must be even smaller for stable trends to appear in the results. This
means that the adaptive assessment instrument must attain at least the level of
generalizability of the present NAEP matrix sampling design. In CAT, this requirement
is met automatically by the large number of items necessary for sequential selection of
items at many different levels of difficulty. In two—stage testing, it requires the
construction of a number of stratified randomly parallel forms of the two—stage test,
which are then assigned randomly to the students selected for testing in each school.
These forms must contain at least as many distinct items as the current NAEP
instrument. The two—stage designs discussed in the present report provide for such
multiple forms.

At the present time, NAEP continues to rely on matrix sampling without
reportable student—level scores despite enabling legislation that now permits state—level
reporting and prevailing sentiment in education favorable to reporting at the student
level. The lack of scores for individual students has persistently raised concerns about
the validity of NAEP results. Most prominent is the question of whether students have
any motivation to perform well on the NAEP tests when neither they nor their parents
will receive any report of their test scores. The students know only that they are
selected at random to take the tests, that the tests are not directly related to their
studies, and that they will hear nothing further of the results. The potential effects of
testing under these conditions are troublesome, not only because they may be depressing
performance levels nationally, but also because they may affect various demographic
groups differentially. Major reporting categories of NAEP such as sex, SES, and age,
may be confounded with effects of motivation. At certain ages, for example, boys may
be less motivated than girls, or low SES groups may be less motivated than high SES
groups. Similarly, older and more test—wise students may be less motivated than younger
students, in which case interpretation of gains across school grades would be
compromised.

Little is known objectively about the presence or extent of motivational effects
in the NAEP data. Kiplinger and Linn (1996) embedded NAEP items in booklets of
the Georgia State Assessment program and compared their percent correct statistics
with those of the same items in the Georgia State NAEP trial. Differences were small
and gave no clear evidence of effects that could be attributed to differences in
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motivation. This lack of positive results does not bear directly on the question of
motivational effects of student—level score reporting, however; at the time of the study
the Georgia Assessment reported only at the school level and above.

In a study of effects of extrinsic motivation, O’Neill, Sugrue, and Baker (1996)
paid eighth— and twelfth—grade students one dollar for each correct response on 41 and
44 item tests, respectively. Numbers of correct responses were compared with those of
three control groups who were offered only non-monetary incentives. Statistically
significant differences in favor of the monetary incentive was observed for the
eighth graders, but the mean score was only 2.6 percent higher than that of the control
groups. No significant difference was found for twelfth graders. A question unanswered
by the study is the effect of the type of test items. If the items require knowledge of facts
or procedures that the students do not know, mere eagerness to succeed will not help. In
contrast, if the task was, for example, to write an extended response to an essay topic, it
seems safe to assume that promised payment by the word would have a positive effect on
production. The implications of this study for the NAEP motivation question are
unclear.

The absence of any returned information almost certainly makes recruitment of
schools for the state and national samples more difficult as well. School officials must
agree to cooperate knowing that their students will gain little, if anything, from the lost
classroom time and that parents will have little or no interest in the activity. They can
justify the time and attention devoted to NAEP testing only on tenuous grounds of
future progress in education for the state as a whole. In contrast, computerized reports to
students and parents showing scores in relation to state or national norms, with some
explanation of what the tests measure, would make the assessment more rewarding for
those participating at the local level and create a more favorable attitude on the part of
the principals, superintendents, and school board members who must accept
participation in the NAEP testing.

The present enabling legislation for NAEP requires that personal identifiable
information remain confidential. If reports to students mailed first class to their home
address are considered confidential, as they are in many business and professional
matters, then the legislation does not preclude such reports. If they are not so
considered, then a change in the present legislation would be necessary. In either case, a
change would be required in NAEP’s present policy of identifying student records only
by code numbers on examinee rosters that are kept by the participating schools. NAEP
would need records of examinee addresses in order to send reports to parents. Since
similar identification of cases and use of addresses is routine in the National
Educational Longitudinal Studies, no new precedent is involved.

Background of Two—stage Testing

All present work on adaptive testing, including two—stage, is based on IRT.

The so—called “item invariant” property of IRT makes possible the estimation of
comparable scores from arbitrary subsets of items measuring the same proficiency, a
property not shared by conventional percent—correct scores. IRT scoring makes use of
statistical models that account for differences in the difficulty and discriminating powers
of the test items or exercises, and the effects of guessing on multiple—choice items.
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These models are available for ratings of performance exercises as well as for right—
wrong scores of multiple—choice or short—answer questions.

For use in IRT scoring, the items must be previously “calibrated” by estimating
parameters of the models from responses of a sample of examinees in the population of
potential test—takers. In ongoing assessment programs, these calibrations can be carried
out with item response data obtained during operational testing. That is, the calibrating
information on exercises for future use can be obtained by including them in the test
booklets of the current assessment as so—called “variant” items—items to which
examinees will respond, but which will not be used in computing scores in that
assessment (see Zimowski, Muraki, Mislevy and Bock, 1995). This calibrating
information is especially important in adaptive testing, where the difficulty and
discriminating power of the items must be accurately known during instrument
development.

Studies of two—stage testing were undertaken, however, before IRT methods
became widely available. In the most extensive of such studies, Linn, Rock and Cleary
(1969) examined simulated adaptive testing procedures, including two—stage, using data
from national administrations of the SCAT and STEP tests. Using responses of 4,885
eleventh—grade students to 190 items covering verbal aptitude, reading achievement,
and writing skills, they constructed adaptive and conventional tests from subsets of the
items. The authors had a rare opportunity to evaluate the actual predictive powers of
the procedures with scores available for approximately two—thirds of these students on
the PSAT and College Board Achievement tests administered a year—and—a—half later.

Of the several methods used by the authors to create the first—stage test, the one
most similar to the IRT methods discussed in the present paper involved 1) using the
number—correct score on the 190—item test to divide the sample into four ordered
groups of approximately the same size, 2) in the top and bottom group, computing
percent—correct values (p—values) for each item, and 3) choosing the twenty items with
the largest difference in p—values between the groups to make up the first—stage test.
Cutting points on this first—stage test then assigned the sample cases to ordered
second-stage groups of approximately equal size.

To create the second—stage tests, the authors computed biserial correlations
between each of the 190 items and the number—correct scores on the 190 items for cases
in each of the second-stage groups. For the test at each of the four levels, they chose,
without replacement and excluding items already used in the first—stage test, 20 items
with the highest biserial correlation with scores on the 190-item test.

Not having available the item—invariant scoring procedures of IRT, they
calculated the second-stage score by fitting least—squares regression equations for
predicting the 190—item number—correct scores from the 20—item second—stage
number—correct scores. These equation were fitted 1) separately in each of the four
second-stage groups, and, to possibly improve the stability of prediction, 2) with a
pooled estimate of the common slope coefficient for the groups.

The predictive validities of the second—stage test scores computed in this way
were evaluated by correlating them with the scores on the independently administered
PSAT Verbal and Math tests, and College Board History and English tests. Similar
validities were computed for conventional tests consisting of the 10, 20, 30, 40, and 50
items with the highest point biserial correlations to the total score on the 190—item
tests. Among the other adaptive procedures that the authors compared (which are now
obsolete), the two—stage procedure showed some of the largest increases in correlations
with the external criterion tests relative to a conventional test of the same length
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(40 items in the combined first and second stages). As an overall index of the gain
efficiency with the two—stage test, they computed the ratio of the number of items on
the two—stage test to the average number of items on the conventional test that would
be required to obtain the same level of validity. These indices were 3.36 based on
separate regression equations for each of the four second—stage groups, and 2.33 based
on the regression equation with a common slope.

The results of the Linn, Rock and Cleary study were very favorable to two-stage
testing and no doubt inspired Lord’s (1971) theoretical study of the topic based on IRT
principles. Lord points out that the IRT approach provides direct estimation of the scale
scores of the examinees from combined stage—one and stage—two item responses; it also
evaluates the relative efficiency of a two—stage test at every point on the score
continuum rather than estimating just the average reliability or validity. This property is
essential in adaptive testing because the largest gains in measurement precision occur at
scale values away from the population mean.

For present purposes, the interesting results in Lord’s analysis are that the gain
in efficiency between a three— and four—level two—stage test is relatively small, and that
including probabilities of chance success in the IRT models degrades the efficiency of
two—stage testing considerably, especially when the first—stage test is relatively short.
Regrettably, results in Lord’s (1971) paper on the effects of chance successes are limited
to six—level second—stage tests; they are difficult to compare either with the Linn, Rock
and Cleary four—level study or with our investigations of three—level tests. They also
assumed many more items (a total of 60 in the two stages) than would be practical in
large—scale testing.

To apply Lord’s efficiency analysis to testing conditions typical of NAEP, we
assumed a two—stage design more similar to that of Linn, Rock and Cleary—namely,

15 or 16 items per subject—matter at each stage. This would easily allow testing of two
subjects in a 50-minute period if multiple-choice or short answer items are assumed.
In the appendix to the present report, we examine the theoretical efficiencies of two
types of designs with these number of items and simulate their application in a manner
similar to that of Linn, Rock and Cleary. We also consider the question of how IRT
item calibrations for two—stage tests can be carried out in operational assessment data,
rather than in data from previous field trials as is usually required in adaptive testing.
Because of the large numbers of items needed to insure stability at high levels of data
aggregation, as discussed above, calibration in the operational data is essential for
NAEDP or any similar large—scale assessment program.

The Lord and the Linn, Rock and Cleary studies were carried out in the
context of scholastic aptitude testing and do not address many issues of adaptive testing
in an assessment environment. More recently, two assessment—oriented studies of
two—stage testing have been reported by Bock and Zimowski (1989). They describe an
eight—form, two—stage assessment instrument in eighth—grade mathematics evaluated
in Illinois and California public schools. The first study was carried out in 32 Illinois
schools; after revision of the instrument, the study was repeated in 32 California
schools. The trials for both studies were conducted in the field by NORC using
procedures simulating an operational assessment.

Teachers participating in these studies administered the first— and second-stage
tests on two consecutive class days. During first—stage testing, the students wrote their
names and marked their last names and initials into the grid of a machine—scorable
answer sheet; they also marked in their gender, date of birth, and a school and teacher
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code that the teacher wrote on the blackboard. After responding to the first—stage test
in the allowed testing time, the students placed the answer sheet in their test booklets
and returned them to the teachers.

Before the administration of the second—stage tests, the teachers scored the
15—item first—stage tests and assigned each student to a second—stage booklet according
to the range of number—correct scores on the first—stage test set for each level of the
second-stage test; these number—correct ranges were printed on the scoring stencil.
After the teachers scored a given student’s answer sheet, they selected a consecutive
second-stage test booklet at the appropriate difficulty level, and marked the booklet’s
serial number (which incorporated the form code) into a grid on that student’s answer
sheet. To guard against the possibility of an omitted form code, we asked that the
answer sheets be returned to NORC in the corresponding booklet after the second—
stage testing.

Although the teachers reported very few difficulties with the two—s